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How to Use This Book

This manual documents the features and functions of the MAINVIEW® for IMS (MVIMS)
Online Resource Analyzer and Workload Analyzer display services.

The features, and functions of the MVIMS Online Resource Monitor, Workload Monitor, and
trace services are documented in the MAINVIEW for IMS Online — Monitors and Traces
Reference Manual.

The features, and functions of the IMSPlex System Manager (IPSM) component are
documented in the MAINVIEW for IMS Online— |PSM Reference Manual .

For information about what’s new in the current release of MAINVIEW for IMS Online,
see the product Release Notes, which are available on the BMC Software Support Web pages.

Thismanual isintended for use by the IMS master terminal operator (MTO), system
programmer, database administrator, or performance analyst who monitors the status, activity,
and performance of IMS and its resources.

MVIMS Product Library

MVIMS isintegrated with the BMC Software MAINVI EW® architecture. MAINVIEW isa
base architecture that allows authorized users to use a single terminal to interrogate any
0S/390, CICS, IMS, DB2, or MQSeries subsystem in a sysplex.

The MVIMS product library includes the following documents.

MAINVIEW for IMS Online:

MAINVIEW for IMS Online — Customization Guide

MAINVIEW for IMS Online — IPSM Reference Manual

MAINVIEW for IMS Online — Analyzers Reference Manual
MAINVIEW for IMS Online — Monitors and Traces Reference Manual
MAINVIEW for IMS Online — Release Notes

MAINVIEW for IMS Offline:

MAINVIEW for IMS Offline — Customization and Utilities Guide
MAINVIEW for IMS Offline — Perfor mance Reporter Reference Manual
MAINVIEW for IMS Offline — Transaction Accountant Reference Manual
MAINVIEW for IMS Offline — Release Notes
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How This Book Is Organized

This manual is divided into the following parts:

Part 1 describes techniquesto help you use MVIMS to optimize IMS performance.
It contains references to specific services.

Part 2 describes how to use MVIMS. It includes descriptions of

—  Analyzers and monitors and how they are used

— Theonline functions that can be used with MVIMS in atermina session (TS)

— ThePrimary Option Menu and applications that provide easy access to product
service applications

Part 3 describes how to use each of the analyzer display services.

Part 4 has appendixes that provide information about how to analyze IM S dumps and how
to use the MAINVIEW distributed product libraries.

To help you find information about a service quickly:

Service descriptions are arranged alphabetically by name and grouped by sections that
correspond to a major IM S transaction processing event.

Service parameters, display fields, and DWAIT display events are described in
alphabetical order.

All of the service names are in alphabetical order together as indexed entriesto “ Service
Select Code” in the index.

Related MAINVIEW Products

XVi

The related MAINVIEW-based products include the following:

MAINVIEW® AutoOPERATOR™
MAINVIEW® for CICS
MAINVIEW® for DB2®
MAINVIEW® for DBCTL
MAINVIEW® FOCAL POINT
MAINVIEW® for MQSeries
MAINVIEW® for 0S/390
MAINVIEW® VistaPoint™

Customi zation and administration instructions for the MAINVIEW-based functions are
provided in the MAINVIEW Common Customization Guide. The following manual s document
product-specific customization instructions:

MAINVIEW AutoOPERATOR Customization Guide
MAINVIEW for CICS Customization Guide
MAINVIEW for DB2 Customization Guide
MAINVIEW for DBCTL Customization Guide
MAINVIEW for IMS Online — Customization Guide
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«  MAINVIEW for IMS Offline — Customization and Utilities Guide
«  MAINVIEW for OS390 Customization Guide

The following books document the use of general services common to MAINVIEW for IMS
and related products:

*  MAINVIEW AutoOPERATOR Basic Automation Guide

*  MAINVIEW AutoOPERATOR Advanced Automation Guide for CLIST EXECS
e MAINVIEW AutoOPERATOR Advanced Automation Guide for REXX EXECS
e MAINVIEW for CICS PERFORMANCE REPORTER User Guide

*  MAINVIEW for DB2 User Guide (Volumes 1, 2, and 3)

MAINVIEW for DBCTL Analyzers, Monitors, and Traces Reference Manual

Related IBM Publications

0S390 Initialization and Tuning Guide
IMS Operator Reference
System Administration Guide

Conventions Used in This Manual

The following symbols are used to define command syntax, are not part of the command, and
should never be typed as part of the command:

»  Brackets[ ] enclose optional parameters or keywords.
» Braces{ } enclosealist of parameters; one must be chosen.
* Aline| separates alternative options; one can be chosen.

*  Anunderlined parameter is the default.

The following command syntax conventions apply:
e AnITEM IN CAPITAL LETTERS must be typed exactly as shown.
e Itemsinitalicized, lowercase letters are values that you supply.

¢ When acommand is shown in uppercase and lowercase | etters, such as HSplit, the
uppercase | etters show the command abbreviation that you can use (HS, for example).
The lowercase letters compl ete the entire command name. Typing the entire command
name is an optional, alternative way of entering the command.

¢ Commands without an abbreviation (END, for example) appear in al uppercase letters.

How to Use This Book XVii
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Part 1. Performance Analysis and Monitoring Techniques

This section describes techniques to help you use MVIMS to optimize system performance.
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Chapter 1. Optimizing System Workflow

This chapter describes how MVIMS can be used to analyze and monitor system operation and
performance. The chapter is organized into sections by IM S processing event components:
MFS, queuing, scheduling, operations (region activity), database, IMS internal functions, and
0S/390 functions. Within each section, a performance problem is described, along with the
applicable analyzer or monitor solution.

MVIMS Usage Modes

MVIMS can be used in two different modes:
»  For ongoing analysis of what is currently happeningin IMS

This mode provides a realtime picture of the current state of the system. These realtime
displays are provided by Resource Analyzer and Workload Analyzer services.

Analyzer services can be time-driven. In this mode, you can refresh the displaysin a
time-driven cycle or log them automatically at time-driven intervalsto a BBI-SS PAS
Image log for later retrieval.

e Asamonitor to assist you in tuning the performance of the whole system by investigating
the functions and resources over time that may be bottlenecks

This mode provides statistics accumulated at user-specified time intervals. Time-driven
IMS workload samplings and graphic plot displays of the collected data samplings are
provided by Workload Monitor and Resource Monitor services. IMS workload wait event
and transaction trace data are collected and displayed by Workload Analyzer.

M onitor-collected values can be compared to user-specified thresholds and warning
messages can be generated. A warning message can invoke automatic corrective action
from MAINVIEW AutoOPERATOR or alert a user to take corrective action.

You can set MVIMS services to monitor IMS performance at different times of the day or on
different days of the week when processing characteristics may change. Small samples can be
taken over time and comparisons made to determine the best performance indicators. Service
sampling of IM S performance can help you determine if some changes are caused by
application program or system design errors or oversight. Concentration should be directed in
the areas where changes have the most effect in system performance.

Often it is valuable to know what has happened in a particul ar time interval, such asthe last
five to ten minutes. You can determine time interval information by making two observations
and calculating how many events occurred between the two. By relating these numbersto the
length of the time interval chosen, you can calculate rates, such as requests-per-second or
I/O-per-second. You can calulate rates such as I/O-per-request by comparing the number of
events to any other counter (which is also possible for a specific time span). Such calculations
require more work but result in more meaningful measurements and numbers that can be
compared over time to show changes in the system.

With Resource Monitor, calculations are performed automatically for the most important
system variables, and the measurement made by each calculation can be displayed with the
PLOT service. If several monitor requests are set up for the same sampling interval, the current
measurement values can be viewed and compared easily with the DMON service.

Chapter 1. Optimizing System Workflow 3



Some subsectionsin this chapter include suggestions for ways to improve performance.

The suggestions should be used as guidelines, and shouldn’t be interpreted as the best, or only,
actionsto be taken. A suggestion may not be valid in every situation and must be considered
for its value in the particul ar installation and mode of operation.

Message Format Service (MFS)

This section describes analyzing and monitoring MFS.

Analyzing MFS

Message Format Service (MFS) isthe first major IM S function encountered by an incoming
request and the last function encountered for an outgoing response. MFS can have a great
impact on the efficiency and productivity of the entire system. As one of the unique features of
IMS, the generality and flexibility of MFS processing can result in performance problemsiif
misused. For optimum performance, define only as many MFS formats as will fit in the MFS
pooal.

The formats reside online as records in a PDS with RECFM=U. The MFS data set should be
allocated as asingle extent by cylinders to an area without alternate tracks. The volume should
be mounted private on nonshared DASD.

When aformat is requested that is not in the pool, MFS must locate the directory entry for the
format. If thereis an entry for it in the in-core directory $3IMSDIR, a directory read is not
necessary to retrieve the entry from the directory block.

The directory entry containsthe TTR of the first record of the format and a half word of user
data that contains the total length of the format block. Using this length, space is obtained in
the MFS pooal to contain the block. The format isthen read into the obtained area, one record at
atime. The format block may be split into multiple records if the block sizeistoo small.

The block size should be at least as large as the largest format block because additional 1/O is
required to retrieve these multi-record formats.

The formats are maintained in the pool aslong as possible to reduce the amount of 1/0. Only
when spaceis required in the pool does MFS free the | east-recently-referenced unused format
block. This release continues until sufficient contiguous free space has been obtained to satisfy
the request. Fragmentation can be a problem in any pool of variable length blocks managed in
this manner. The Message Format Pool Utilization service, MFSUT, can be used to study the
effect of space release upon the MFS pooal, including fragmentation. For more information
about MFSUT, see the service description on page 87.

The basic request types that can be madeto MFS are
«  PRE-FETCH REQUEST(S)

 |IMMEDIATE REQUEST(S)

«  FREE BLOCK REQUEST(S)

PRE-FETCH is an anticipated future need for aformat block. If the pre-fetch featureis
enabled, it informs PRE-FETCH to retrieve the requested format block.
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Animmediate request is for ablock that must be read into the MFS buffer pool before
processing can continue. The IMMEDIATE REQUEST(S) counter isagood indicator of MFS
activity, especialy in relation to total MFS reads, and the counter is useful for evaluating MFS
performance. It is possible to calculate the average physical 1/O-per-second to the MFS data
set. Depending on the device and contention, this statistic may or may not indicate a problem.

FREE BLOCK REQUEST(S) inform the MFS pool handler that the format block is no longer
being actively referenced and is now a candidate for being washed from the pool if spaceis
needed for another block.

The MFSST service (which is described on page 83) displays these countersin matrix format.
Each line represents one of the three request types:

* PRE-FETCH REQUEST
« |IMMEDIATE REQUEST
* FREEBLOCK REQUEST

Two columns represent the major queues where the FRE could have been located:
 IMMEDIATE QUEUE
e FREEBLOCK QUEUE

Currently, the counter isincremented when the FRE islocated in a queue, which does not
necessarily mean that the format block itself is aready in the pool. The MFS fetch request
handler DFSFFRHO could be modified to check for aloaded format block before incrementing
the counter, which could lead to a better indication of MFS performance. The percent of
IMMEDIATE REQUESTSs satisfied in the pool (in the IMMEDIATE or FREE BLOCK
queues) isagood indicator of how well MFS is performing. The larger the percentage, the
fewer synchronous waits for format 1/O.

The MFS pool is above the 16Mb line. Because of virtual storage constraint relief (VSCR)
above the 16Mb line, the MFS pool can be increased by 400 to 500 percent to further reduce
the number of 1/0sto the FORMAT data set. If the pool size isincreased, be sure to monitor
the number of FREs because it may be necessary to increase them to utilize the additional
space in the pool. The directory entries are built dynamically in the pool as they are used.
The $$IMSDIR is still used, but is not as significant as in previous releases. These dynamic
entries are flushed whenever an online change is made to the MFS formats.

Monitoring MFS

MFS performance can be monitored continuously by these Resource Monitor monitors:

MFSIO  MFSinput/output requests
MFSIR  MFSimmediate requests
MFSFD  Percent of MFS blocks found in pool

If any of these values are considered to be excessive in given time periods, additional

investigation isrequired (see“ Suggestions’ on page 6). There are no specific values that are
good or bad; each system must be evaluated individually.
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Suggestions

Optimize the pool space and FRE allocation as described.
Use the in-core format directory $$IMSDIR.

Eliminate any unnecessary or unused format blocks.
After updating/deleting aformat, compress the library.

Allocate by cylinder (but no more space than necessary) and make certain there are no
alternate tracks.

Watch the placement of the MFS data set and mount private on nonshared DASD.
Make certain that the block sizeis at least as large as the largest format.
Do not alocate any more directory blocks than necessary.

If the MFS data set islarge, consider reordering the formats. You can determine an optimal
order with one of these methods:

— Anayzethe IMSlog to determine the frequency of use.
— Anayzethe DC Monitor output to cal culate the frequency fetched.

You can then build the MFS data set by generating the formats in order of decreasing use.
Use the frequency fetched from the DC Monitor to reorder the individual format blocks.

Queuing

This section discusses analyzing and monitoring queuing.

Analyzing Queuing

The next major IMS function that can be a major system bottleneck is the queuing of input
requests and output responses. Like MFS, the queuing routines of IM S attempt to keep as
much as possible in the queue pool to reduce I/0. I/O is done only when checkpoints request a
pool purge, when space is needed in the pool, or when something previously written out must
be retrieved. Thus, the queue pool and data sets can be critical to good performance.

Queuing makes use of preformatted OSAM data sets.

Each data set should be allocated by cylinder as a single extent on an area without any
alternate tracks.

These data sets should be mounted private on alow-contention, nonshared device.

The optimization of the queue pool parametersis amore difficult problem. Severa problem
areas are;

There are constraints that limit the possible values that can be defined. IMS imposes a
strict relationship between the block size (BLKSIZE) and logical record length (LRECL )
of the three queue data sets (space is wasted unless the block sizeis amultiple of all three
LRECLS).
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*  Theminimum LRECL of the LONG message queue data set frequently is dictated by the
applications. The length of segments being queued to and from the applications
determines the optimal choice of the three parameters.

¢« TheLRECL for the SHORT message queue data set is especialy difficult to determine.
If this LRECL istoo large, the SHORT message queue data set will be overutilized. If the
LRECL istoo small, the LONG message queue data set will be overutilized. Both
situations waste space.

MVIMS can point to a possible problem in this area, but the solution may require offline
analysis to determine the average segment length or the segment length distribution. These
online Analyzer displays are helpful:

»  Service DREGN (PSB/Transaction area of display) shows the average length of all input
messages of the transaction types currently processing (as calculated by the IMS queue
manager).

e Service STAT shows the utilization of each of the three queue data sets. By observing
these percentages for a period of time, an imbalance between SHORT and LONG can be
detected easily.

To maximize the use of the queue pool and reduce 1/0, messages that remain queued for along
time should be set up as candidates to wash out. This can be done by setting the record length
of the LONG message queue data set equal to the common block size and defining the segment
length of such messages long enough to force them into the LONG message queue. This
allows a block filled by such a message to be written out immediately, releasing the block.
Otherwise, the segment takes up only one record in the block and the block may remain in the
pool, but only the remaining records can be used.

The types of messages that should be considered are transactions that normally do not schedule
(locked, stopped, or priority zero), and long output messages that are routed to slow remote
printers or that use terminal operator paging. Any space wasted on the data set by possible
padding is of minor importance in comparison to the better use of the queue buffersin the pool.

The remaining parameter is the determination of the number of queue buffers. I nsufficient
queue buffers results in unnecessary queue manager 1/0. Excessive queue buffers wastes
central storage and increases the paging rate on a real-storage constrained system.

Although the TOTAL REQUESTS to the queue manager is the best indication of the amount
of queuing activity, the number of ENQUEUES plus CANCEL S gives a better idea of the
number of messages involved. These messages can be either single/multiple segment input
requests or output responses. Using this sum, the amount of queuing activity per message can
be calculated (TOTAL REQUESTS/(ENQUEUES + CANCELYS)).

It is also possible to calculate the amount of queue manager activity per second.
REPOSITIONS is a nonproductive call to the queue manager used to re-examine a previous
segment. The number of PCBs UNCHAINED isincremented for each PCB that loses position
when a buffer iswritten out. Finally, the number of WAITS FOR AN AVAILABLE BUFFER
isincremented when arequest had await while a buffer iswritten out to release space. Aswith
many statistics, they are more meaningful when viewed as events per second or events per unit
of work (such as I/O per message).
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Monitoring Queuing

There are 15 Resource Monitor services for monitoring queuing data (see Part 3, “Monitors,”
in the MAINVIEW for IMS Online — Monitors and Traces Reference Manual). Workload
Monitor services monitor the input queue time by various selection criteria, such as class,
transaction code, LTERM, region, program, and USERID. With well-considered threshold
specification, these monitors produce warning messages that can be used to trigger automatic
operational changes or alert operations personnel to use analyzer servicesto investigate further.

Scheduling

This section describes analyzing and monitoring scheduler pool utilization.

Analyzing Scheduling

Class Queuing

The scheduling function of IMS (selecting and preparing application programs to run in each
dependent region as it completesits previous task) is very complex and critical for good
performance of the system. It is dependent on several factors that you can directly influence
(for example, pool sizes and transaction class assignments). However, the basis of information
for making decisions that have positive results on this process are difficult to obtain when it is
needed. MVIMS services such as SCHED, STAT, and DSPST address severa of the major
problem areas.

IMS queues and schedules transactions according to class assignments and by priority within
classif needed. Each transaction is defined to the system as belonging to one class. Each
message region has from one to four specified classes that it can process. This allows you to
balance the processing load, give priority to transactions with critical response time
requirements, isolate long-running transactions, and so on.

The CLASQ display presents an overview of the current situation: what is queued in each of
the classes, what the regions are doing currently, and what classes each region can accept.

By examining the status of the queues at various times of the day, any imbalance caused by the
class assignments should be indicated by excessive queue size for some classes or by idle
regions waiting for input in other classes. If such imbalances occur often (perhaps only at
certain times of the day), performance can be improved either by reassigning transaction
classes or by dynamically changing the region processing classes. Because this display shows
the status of all the classes at once, the effect of such reassignments can be detected easily and
followed through time.

Note: Anincreasing queue delay caused by load imbalance (check the enqueue time (ENQ
TIM) of the current transactions being processed) also impacts the system by
increasing the overhead incurred by the queue manager. The longer the queues, the
greater the possibility that a transaction will be washed out of the pool to the queue
data sets before it is needed, causing extral/O activity to writeit out and to retrieveit.
The QUEST service can be used to investigate this occurrence (see “Analyzing
Queuing” on page 6). See the information in the REPOSITIONS or PCBs
UNCHAINED fields of the QUEST display.
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Balancing Group (BALG) Queuing

IMS Fast Path transactions do not use the message queues. Instead of the message queuing
mechanism, each physical terminal has an expedited message handler (EMH) buffer associated
with it. When an input message is received by IMS and is defined either as Fast Path exclusive
or Fast Path potential, control is given to a user exit that can modify the routing code. Assign a
different routing code or indicate that the message should be processed as afull function IMS
transaction; that is, use normal message queuing.

Once a Fast Path routing code is assigned to an input message, the balancing group (BALG) is
determined and the EMH buffer is queued to the BALG for processing.

This queuing takes place only if the BALG isactive. The EMH buffers are processed in aFIFO
sequence by the Fast Path regionsthat servicethe BALG. More than one region can processthe
same BALG. By observing the data displayed by the BALGQ service, it is possible to
determine when thereis a delay in processing for a specific BALG by the presence of a queue.
This problem can be remedied by increasing the number of regions processing the BALG.

Scheduling Activity

When aregion is free and input belonging to one of its classesis available, IMS attemptsto
schedule a transaction. Many checks are necessary to ensure successful scheduling, and if any
of these checksfail, that region may have to wait for some event before it can become active.
However, in this case, the attempt is made first to schedule a different transaction.

Monitoring the success of system scheduling over time (by viewing the percentages of
schedules and failures on the Resource Analyzer SCHED display or calculating the number of
schedulings per minute) can point out possible problems before they become critical or make
reduction of hidden overhead possible.

¢ PROGRAM CONFLICTS can be reduced by allowing parallel processing (load
balancing); however, this can cause Pl conflicts because of database intent. Care must be
taken to minimize both of theseitems.

¢ If PRIORITY CUTOFFS are occurring regularly, check these definitions carefully to see
if it isactually necessary to bypass available transactions (this can cause aregion to be
idle) to wait for the higher priority transaction.

* INTENT FAILURES can be caused either by insufficient space in the PSB, PSB work, or
DMB pooals, or by database intent failures. Excessive intent failures can indicate that too
many regions are competing for the available resources, increasing the time needed for
each, both in scheduling and in processing. This could be the result of allowing parallel
scheduling (see “ Program Conflicts’ above).

Note:  Currently, database intent failures occur only when a PROCOPT of
EXCLUSIVE is used.

e OTHER REASONS for failuresinclude locked or stopped transactions, programs, or
databases.

Note:  The associated SMBs are only removed from scheduling queuesif the program is
bad (BLDL failed) or a checkpoint purgeisin progress. Although locked
transactions no longer appear as schedulable in the CLASQ display, the SMBs
are still examined and this counter isincremented. To prevent this counter from
being continuously incremented, assign such transactions to an unassigned
processing class.
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Suggestions

e Complicated class and priority assignments or the use of many dependent regions
increases the contention during scheduling. The simple way is often the best.

* Usethe processing limit for key transactions to reduce the number of schedulings.
The same program being rescheduled causes a program fetch each time (unless
preloaded), and is very expensive.

»  Consider wait-for-input (WFI) processing for frequently used transactions. This dedicates
a dependent region(s) to atransaction and eliminates program fetch.

Monitoring Scheduling

Several Resource Monitor monitors are available to monitor arrival rates and processing that
can affect scheduling. For example, it might be necessary to stop alessimportant transaction or
BMPif the arrival rate of a particular transaction exceeds a user-defined threshold. This can be
done either by an MAINVIEW AutoOPERATOR for IMS EXEC or through manual
intervention.

Pool Utilization

This section describes PSB and DMB pools and pool utilization for LSO=S.

PSB and DMB Pools

10

The two main pools concerned in scheduling contain the IM S control blocks that define the
application program’s logical databases (PSBs) and the physical databases they access
(DMBs) for the DL/I (IMS Data Language/l) interface. If not already present, the necessary
blocks must be loaded into these pools during scheduling. A pool space failure can cause a
region being scheduled to wait until resources are released by the completion of work in
another region. Check the intent failure counter in the SCHED display.

If aDMB must be washed from the pool to free space for another, the associated data sets must
be closed (avery time-consuming process that should be avoided). If that DMB is ever
accessed again, it is hecessary to reload it and open the associated data sets. If LSO=Y is
coded, all open/close activity occursin the IMS control region.

The PSBUT and DMBUT displays (see the service descriptions on page 109) are designed to
show the free space still available in the pools and fragmentation and its potential impact.

The displays show the current status of the pool and simulate the results of applying the
least-recently-referenced space release algorithm to the blocks not currently being used. Each
line displays successively the number of allocated blocks and the number of free spacesin the
pool with minimum, average, maximum, and total lengths.

With these displays, it is possible to see not only the current free space (first line), but also the
total free space available if needed (last line). This free space would be gained by freeing
allocated but unused blocks. The maximum free space column shows the largest block that
could be loaded into the pool (compare this to the maximum defined block size).
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Pool Utilization for LSO=S

Open/close activity takes placeinthe DLISAS region and is still DLISA S time-consuming, but
it does not impact IMS work in the control region. If LSO=Sis selected, the PSB poal is split
into two separate pools. One of these pools residesin CSA and the other residesin the DL/I
subordinate address space (DLISAS). The PSBUT service can display utilization of either
pooal.

The CSA pool containsthe TP PCBs and the Fast Path PCBs. The DLISAS private-area pool
contains the full function PCBs. This division of pools resultsin a split of approximately 20
percent in CSA and 80 percent in private storage.

Monitoring Pool Utilization

Suggestions

The following Resource Monitor services can be used to monitor usage thresholds for these
pools:

PIPL Program Isolation

WKAP General Work Area WKAP pool
DBWP Database Work Area DBWP pool
PSBW PSB Pool

DMBP DMB Pool

MFSP MFS Pool

If thresholds for these pools are consistently exceeded, consideration should be given to
increasing the appropriate pool. Keep in mind that increasing pool sizes may strain another
resource such as real storage (paging) or CSA.

e Check the DMBUT display over timeto seeif the pool isremaining stable. If not, DMBs
may be washing out of the pool and incurring large overhead. This can be investigated by
using the IMS log tape utility to check for log record types 20 and 21 (database
open/close).

»  To reduce fragmentation and the possibility of a pool space failure, heavily used DMBs
should be made resident. Heavily used PSBs and the intent lists should also be made
resident. This causes them to be placed in separate areas, not in the pools.

e Usethe DOPT option of the APPLCTN macro only on atest system. It resultsin a
directory search of ACBLIB to locate the PSB every time such a program is scheduled.

e Accesstothe ACBLIB may affect scheduling and thus system performance. Many of the
suggestions made in “Message Format Service (MFS)” on page 4 regarding the MFS
format library are applicable.

»  Thefollowing points should be considered to help reduce program fetch activity:

—  Thedefault number of entriesinthe BLDL list (dynamic entry count) is 20. This can
be increased at region startup with the parameter DBLDL=nnn to reduce directory
searches. It should be set to zero on atest system to ensure that the newest copy is
always fetched.
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— Preloading is especially effective for small, frequently used subroutines (for example,
COBOL and PL/I subroutines). It is not necessary for these modulesto be link edited
asre-entrant or reusable, but they must be so logically. Paging probably would
adversely affect large application programs that are prel oaded.

— Thesteplibs for each dependent region should be concatenated with the most
frequently used application program librariesfirst and the IMS RESLIB last.
The application program libraries should be full-track blocked to reduce reads.

—  Consider using the OS/390 VLF feature to manage program loading.

Analyzing Operational Displays

Total System

There are six standard operational displays of data concerning the functioning of the IMS
dependent regions. The MAINVIEW for IMS Online — Customization Guide describes how to
modify displays or include otherstailored to site requirements. In addition, the system status
display (STAT) provides an overview of the status of the total IMS.

These comprehensive region displays show the work that the IMS system is currently
performing. They should be used to monitor this activity regularly so that problem areas can be
located asthey occur (for example, a program loop in a dependent region). These displays also
show up to eight regions concurrently so that activity in different regions can be compared.

Monitoring

The system status display (STAT/STATR) is designed to simplify continuous monitoring of
the system, pointing out possible problem areas that can be investigated in detail with the other
displays, or confirming that all is running as smoothly asit should. If there are standard
recognizable problems, warning indicators are set and highlighted. Other problem areas may
be recognized only in light of knowledge about specific operating characteristics of aparticular
system. Therefore, the data displayed should be scanned even when no warnings are shown.

If the asynchronous services option is available, many variables can be monitored
automatically and warning messages sent when user-defined thresholds are exceeded.

There are two basic partsto this display:
» Anoverview of the critical resourcesthat allow work to be accomplished

» Anoverview of work already performed and still to be done (that is, transactions
processed)

The dependent regions are also considered to be resources of the system (and the most
important). If one or more regions are not performing as they should, many resources probably
are being misused (that is, pool space, 1/0, CPU time, and the like), and throughput will suffer.
The region displays are needed to analyze the actual work being done and the load balance.
STAT and STATR are meant to be used only to check status, and the STAT/STATR
information is very condensed to show 15 regions at atime.
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The warning indicators generally suggest the use of another display. For example, if aregionis
inaPl wait ( WARN=W-PI), the PI display shows what resource is needed and what region is
holding it. However, these are warnings only, not necessarily actual problems. It is natural to
have waits, so it is only when such a condition continues (through severa refreshes of this
display) that further analysisisindicated. If it continues, use DREGN (Program Isolation
Activity area of display) or the IRLM display service to see if the condition isvalid for the
program being processed or areal problem. Workload Analyzer service DWAIT is an effective
service to use to determine if thisis a persistent problem.

The NOBK indicator is of special value when the system isin trouble and one or more regions
should be cancelled. If thisindicator ison, acancel causes M S to come down aso. Previoudly,
there was no way to know if regions were in this state.

Although the dependent regions are highly important, other resources also can be critical. If the
Pl pool has insufficient space, dependent regions can abend with aU775. By checking for the
THRESHOLD warning on the percent ALLOCATED field regularly, steps can be taken to
reduce the utilization before it causes a problem.

The line showing stopped resources on the STATR service points out unexpected conditions.
If any of these values is higher than expected, the /DISPLAY STATUS command allows
further analysis.

The lower part of the STAT/STATR display shows the overall performance of the system:
»  How many transactions have been processed since restart?

*  How many transactions are currently queued for processing?

These two counts are the true indicators of how well all resources are being used and if they are
sufficient to handle the load. They can be analyzed only in comparison to what is expected of a
particular system. It is possible to calculate the rate at which transactions are being processed
by making two observations, calculating the difference, and dividing by the time difference.

If thisis doneregularly at different times of the day, a very valuable system profile can be
built. This profile can be used to spot deviations or slow degradation and to monitor how the
system is handling a variable or increasing workload. The rate of transaction arrivals can be
calculated by tracking the differences over timein the sum of the current queue count (Q' D)
and total transactions processed (PROC). The Resource Monitor monitors of transaction
arrivals and transactions processed do this automatically.

See Part 3, “Monitors,” in the MAINVIEW for IMS Online — Monitors and Traces Reference
Manual for more information about:

»  Monitoring paging (PAGE)

e CSA utilization (CSAUT)

* CSA fragmentation (CSAFR)

e SIO activity (SIO)

« EXCPevent (SYSIO and DLIO)
» Logical channel busy (CHBSY)
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To obtain abroad perspective of the system workload and to determine where a transaction is
spending most of itstime, use the Workload Analyzer workload wait services
(MWAIT/DWAIT). These services identify possible bottlenecks and can provide sufficient
information to make a correction. Otherwise, use one of the Resource Analyzer servicesto
analyze the problem further.

Dependent Region Monitoring

14

The regions display (REGNS) can be used for regular monitoring of the regions. REGNS
(described in Chapter 12 on 115) contains information about the current activity in each IMS
dependent region. From this display you can see:

»  Which application programs are active

*  How much work they have done (message queue and database access)

You can then use the DREGN display to see:

»  Approximately how much work the application programs still have to do (how many
transactions of this type are till queued)

»  The specified processing limit

If you recognize a problem, check the logical terminal namein either the REGNS (Summary
View) or DREGN display to identify the user who entered the IM S transaction being
processed.

If an application program remainsin aregion for a suspiciously long time, aloop may be
indicated. Use the REGNS Message View, DL/l View, and DB2 View to look at message
queue and database activity to help locate the problem area. If the number of input messages
queued (QUEUED) or degqueued (M-DEQ) islarge, perhaps only the processing limit
definition (PRLIM) needs to be changed.

Response time to users can be investigated by using REGNS or DREGN to view transaction
elapsed time (TRN-ELAP or ELAPSED). Anincreasein thistimeisadanger signal indicating
performance degradation.

Often information in a regions display indicates possible problems that can be checked out
more thoroughly with other displays. For example:

» If aprogram loop is suspected and the total database calls (TOT shown by the DL/I view
of REGNS) is high, more specific information on the types of calls being made can be
seen inthe DLIST or DREGN display.

» |If alarge number of program isolation waits is shown by the Program Isolation Activity
area of the DREGN display, look at the Pl service display.

» If regions are often idle, the distribution of input transactionsin the class queues can be
investigated in CLASQ.

» |If scheduling problems are suspected, the number of scheduling failures and their causes
can be investigated in the scheduling display (SCHED).
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Program isolation is an important automatic feature of IMS to avoid interference between
programsin database access and updating by enqueuing on database records. The Program
Isolation Activity areaof DREGN shows the total enqueues, dequeues, Pl waits, and the
number of current enqueues for each program currently processing. From this display, it is
possible to seeif one program is using all the resources (excessive total or current enqueues)
and impacting other programs by causing Pl waits.

The DL/I View of REGNS or the DL/I Call Activity area of DREGN can be used by the
database administrator (DBA) or anyone concerned with application program performance.
For example, these services can be used with atest system to monitor the activity performed by
anew application program.

The information shown by the System Activity area of the DREGN display appliesto
dependent region OS/390 data. The data el ements describe the region, not just the current IMS
application (for example, in a message processing region where many transactions are
processed by various programs). This information identifies whether the corresponding IMS
task is currently executing in the dependent, DL/I, or control region (some processing, such as
database access, usually occursin the DL/I region). It shows each address space and its OS/390
dispatching priority and position in the dispatch queue.

The System Activity area of DREGN also shows the current swapping status of the region.

IM S dependent regions are marked nonswappable when they are started. A small number of
swaps can occur before thisis completed. In addition, the total elapsed time each region has
been up is shown in hours:minutes:seconds, and the total CPU time and SRB time is shown in
seconds. These figures show how well the processing load is balanced between the regions.

The Paging Activity area of DREGN indicates the amount of paging DREGN in each of the
dependent regions. The number of page-ins, page-outs, and reclaimed pages are displayed for
that time interval, for VIO, and for the common area (CSA and LPA - no pages out). You may
want to request this display at regular intervals with the CY CLE SETUP option from the
Primary Option Menu to calcul ate the differencesin the amount of this activity at varioustimes
of day.

The region transaction profile shown by the PSB/Transaction area of the DREGN display
provides additional information about current transactions being processed, including the
number currently queued and the total already processed since IM S restart. Thisinformation
shows possible imbalancesin region, class, and transaction assignments. The average length of
all input messages received with atransaction code (AVG LENG) is calculated by the IMS
gueue manager. Tracking these average lengths for high-volume transactions can determine
the optimal lengths for the short and long queue data sets (see “Analyzing Queuing” on

page 6).

For more detailed analysis of transactions, workload trace (M TRAC/DTRAC) can be used to
see the number of callsand database I/0s. A detail trace is useful when testing new application
programs to see if they conform to specifications in the number and types of calls.
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Analyzing Databases

This section describes OSAM, VSAM, and fast path buffer pools. It also includes information
about Hit Ratios and VSAM Hiperspace.

OSAM Buffer Pool

16

A subpool concept similar to VSAM is employed in which the buffersin any subpool are all
the same size. A database is assigned at open time to the subpool with the smallest buffer size
inwhich its blocksfit, or for the specific subpool designated in the DFSV SMxx member by the
database administrator.

To further improve the speed of searchesto locate records in a subpooal, the buffers are chained
off an array with the same number of entries as buffers. The particular anchor point is
determined by hashing of the DMB/DCB/RBN. This substantially reduces the number of
buffers that must be examined. Because an increase in pool size does not cause a comparable
increase in the number of buffersto be examined, thisis particularly effective for large
subpools. This allows increase of the poal size as long as the paging rate stays down.

Finally, the method of selecting a buffer to be reassigned (buffer steal) has been altered.
During the selection process, each buffer in a subpool is considered to be at 1 of 11 levels
(0-10), depending on the work necessary to freeit. For example, empty buffers are assigned to
level O or 1, buffersthat are not currently available are at level 9 or 10. Then the subpool is
divided into limited search groups with the number of buffersin each group being twice the
number of scheduled regions (or one during emergency restart).

A complicated progressive search algorithmis then used to select a buffer, if oneis available.
The factors considered are the buffer level, the previous owner (the requestor’s own buffers are
preferred), the least-recently-referenced order of the buffers, and the length of the search.

The net result is to reduce the search time even in large pools. The BUFFERS STOLEN and
TOTAL SEARCHED by level can indicate the success of thisalgorithm. Levels 0, 2, and 4
show steals of the requestor’s own buffers; levels 1, 3, 5 belong to another.

To make optimal use of these features, you may need to modify the database DBDs and an
unload/reload. In particular, the block sizes should be as close to the defined buffer sizes as
possible without exceeding it.

Once the block sizes of the IM S databases are known, the number of buffers and buffer size of
the subpools can be determined. At data set open time, the first subpool whose buffersare large
enough to contain the blocksis assigned. It may be possible to use this feature to separate data
set blocks into different subpools. In particular, the index blocks can be isolated from data
blocks. However, you must closely investigate the desirability of this.

Once you have chosen the buffer lengths of the subpools, determine the number of buffers.
MVIMS can be useful in evaluating database performance. The number of OSAM
WRITES-STEAL per second isagood indicator for optimizing the number of buffersin a
subpool. If it isvery low, there probably are too many buffers, which wastes memory and may
increase the paging rate. If it is high, the number of buffers probably should be increased.
STEAL WRITES are especially expensive because the buffer handler may issue an IMS log
tape WRITE AHEAD call to guarantee that database changes have been physically written to
the log before actually writing to the data set. This can result in two additional waits before the
buffer can even be reassigned.
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VSAM Buffer Pool

Hit Ratios

The IMSVSAM buffer handler/pool consists of 0 to 255 subpools of fixed length buffers.
At database open time, the smallest subpool that can contain the control intervalsis assigned,
unless the database administrator has assigned a specific subpool for that database.

Although this fixed length buffer subpool technique (similar to current IMS OSAM buffering)
eliminates pool compactions, the buffersin each subpool are chained in a
least-recently-referenced use chain. This causes all buffers to be examined during searching.
When abuffer is needed, VSAM selects the | east-recently-referenced. If the buffer contains
data that has been modified, it isfirst necessary to write it out. To improve performance,
VSAM writes are deferred until spaceis needed or an explicit request is made to purge auser’s
buffers.

The number of WRITES (VSAM initiated) per second should be monitored to see if sufficient
buffers have been allocated. Such writes are expensive because they may require alog tape
WRITE-AHEAD call. This can result in two additional waits before the buffer can be used.

To prevent this condition, IMS employs a BACKGROUND WRITE feature, which can be
turned on or off at system initiaization (OPTIONS statement). Thisisalow priority IMS
ITASK that runswhen VSAM notices that the next buffer to be freed on the use chain has been
modified. It forces V SAM to write out a specified percentage of buffers from the | east-recently
to the most-recently-referenced. The NUMBER OF TIMES BACKGROUND WRITE
INVOKED per minute may also give an indication if there are enough buffers.

Note:  Variousinternal traces may introduce overhead to DL/I calls and buffer handling.
The status of these traces may be observed in the Resource Analyzer service and may
be turned on or off by the IMS/TRACE command.

The fixed length buffers make it possible to separate control intervals by subpool. Of special
importance is the separation of index blocks from data blocks.

IMS supports an index-only VSAM buffer pool. This allows separation into separate pools
dataand index control intervals of the same size.

IM S supports buffer pools that are dedicated to specific databases. This can be used to give
preferential treatment to these databases or to isolate high activity databases.

Buffer poal hit ratios can be used to evaluate how well the buffer pools are performing. The hit
ratio is the percentage of buffersthat were found in the pool without needing to access external
storage. Generally it isrecommended that data buffer pools have a hit ratio of 60 or higher and
index buffer pools have a hit ratio of 80 or higher. These hit ratios are available with the
following services:

Table 1. Services Supporting Hit Ratios

Analyzers Monitors
OSAM DBST DBHIT
VSAM VSST VHIT
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VSAM Hiperspace

When defining your VSAM buffersto IM S, you can request that VSAM allocate Hiperspace
buffers in expanded storage to augment your virtual storage buffers. Buffers that normally
would have been washed out of the pool due to the | east-recently-used algorithm will be
migrated instead to Hiperspace buffers. This allows you to have more buffers without
increasing your virtual storage requirements.

The number of successful reads from Hiperspace is ameasure of the number of readswith I/Os
that were saved by using Hiperspace. The number of unsuccessful reads represents the number
of Hiperspace buffers that were stolen because of a shortage of expanded storage. To get the
full benefit of your Hiperspace buffers, the number of successful writes to Hiperspace should
be less than the number of successful reads from Hiperspace. If the number of successful
writes is greater than the number of successful reads, buffers are being written but never read.

The Hiperspace hit ratio shows the portion of the VSAM hit ratio contributed by Hiperspace.
In other words, your VSAM hit ratio would be smaller by the Hiperspace hit ratio amount if
you had not defined Hiperspace buffers. Thisis displayed on VSST and monitored by HPHIT.

Fast Path Buffer Pool

18

Buffers from the fast path buffer pool are fixed per dependent region that requires buffers.
Thisis determined by the NBA= keyword in the dependent region startup JCL. If the buffersare
not available in the CICS environment, the region fails to connect to IMS (either DBCTL or
IMS DB/TM). Altered buffers are not written to the area data sets until synchronization point.

The keywords that define the buffer pool in the control region JCL are:
» BSIZ, which specifies the size of the largest DEDB Control Interval (Cl)
»  DBBF, which defines the total number of buffers

» DBFX, which defines how many of these buffers are to be used as reserve buffers

These reserve buffers act as a cushion at synchronization point time to allow the asynchronous
output threads some time to compl ete writing the buffer while the next transaction is
processing. If the output threads are being delayed or there are not enough of them (OTHR
keyword), await occurs. IMS does not keep global statistics on thiswait condition and it must
be analyzed by examining the IMS PR report TRNFP or the batch fast path log analysis utility
(DBFULTAO).

Note: A buffer isfixed in the buffer pool for each active areathat has a sequential dependent
part defined (SDEP).

Dependent region allocations of buffers are determined by the NBA and OBA keywords.

The normal buffer usage (NBA) should be large enough so that overflow buffers (OBA) are
seldom used. IM S reserves one set of overflow buffers out of the buffer pool that is equal to the
largest OBA specification in all of the dependent regions. This means that only one dependent
region can use these buffers at atime causing serialization; for example, contention for
overflow buffers. Detailed analysis of the dependent region buffer usage is performed by the
IMS PR report TRNFP or the IMS batch utility (DBFULTAOQ).

The FPBST display assists in online determination of buffer usage. By refreshing this display
and monitoring the buffersin use by region, you can detect an NBA specification that istoo
small; for example, in the region detail display the USED is consistently more than the NBA.
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You can tune the OTHR and DBFX values by monitoring the number of IDLE OUTPUT
THREADS and FIXED BUFFERS AVAILABLE. If theidle threads are consistently 0, they
should be increased. If the fixed buffers available are consistently a small percentage of fixed
buffers, thereis a strong possibility that waits will occur for buffers. To overcome waits due to
insufficient output threads or available fixed buffers, increase the number of pre-fixed buffers
(DBFX) and/or the number of output threads (OTHR).

Points Common to All Buffer Pools

Suggestions:

In evaluating IM S system performance, you should determine the amount of physical 1/0O per
second. Although it is possible to break the activity down by subpool with Resource Analyzer
and Resource Monitor services, the PERFORMANCE REPORTER offline Database |/O
report can be used to determine activity by DMB. Using the DC Monitor, it is possible to
determine activity by data set; however, even this does not show contention between data sets
on the same device or activity to a data set spanning multiple volumes (devices). This
information can be obtained by using CMF MONITOR or MAINVIEW for OS/390, both
BMC Software products, or the IBM Generalized Trace Facility (GTF). These give a better
indication of the actual use or contention of devices and paths. This also can be estimated by
analyzing the database change records. However, this method is incompl ete because retrieve
type calls are not logged and a special analysis program would have to be written.

The number of events per second reported, using the techniques in the previous paragraph, do
not take into account the number of transactions that generated the activity. The number of
events per second could be re-expressed in terms of events per PURGE by using either the
VSST global display or DBST display service. A more detailed investigation can be made with
the MVIMS transaction processing report.

These calculations should be made at different times (when the system isbusy and whenitis
not busy). Investigate changes observed over time that show atrend. In particular, an increase
in READS/SEARCHES per PURGE shown by the VSST global display or DBST display
service may indicate the searching of an overflow chain. This could be an
HISAM/HIDAM-INDEX overflow chain or an HDAM synonym chain. If so, the database
involved should be determined and reorgani zed.

» HDAM is probably the most efficient IM S access method; however, long synonym chains
must be watched. If encountered, investigate:

— Randomizer - the most widely used and efficient randomizer isthe WORLD TRADE
(DFSHDCA40).

— Insufficient RAPs for the number of records (resulting in long synonym chains).
— Too many RAPs per block for the record size.

— Not using the BY TES option. Thisis especially devastating after a reorganization.
— Theadvantage of distributed free space.

HISAM isthe best for sequencing small records.

— InVSAM, watch CI/CA splits. It may be possible to use the VSAM KSDS optionsto
reduce these splits.
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HIDAM seems to be the most used or abused.

— TheHIDAM INDEX is nothing more than aHISAM database and suffers the same
problem of long overflow chains or CI/CA splits.

— If much sequential processing is done, it should have both forward/backward pointers
at the root to reduce index access.

— If many dependent segments are added to arecord, it may help to specify distributed
free space.

¢ IMSdata sets should be alocated by cylinder as asingle extent. If necessary, they should
be reorganized periodically to asingle extent. This can be done with IEBGENER for
OSAM. EXPORT/IMPORT or REPRO can be used for VSAM (this reorganizes a KSDS
also). However, thisis not a substitute for a complete IM S database reorgani zation.

»  Watch the placement of data sets to prevent an over- or under-utilization of a device,
control unit, or channel. Try to avoid placing two very active data sets on the same device.
Also, watch for an excessive number of alternate tracks, especially when these tracks are
associated with a high usage data set. This situation tends to reduce seek time.

¢ Write check should not be specified for IMS databases. There is no integrity exposure
because the data sets can be recovered using the IM S utilities and |og tapes.

e For VSAM, SPEED should be requested because IMS does not use VSAM recovery.
This speeds up initial loads.
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Analyzing IMS Internals

Latches

This section describes latches, logs, pools, and program isolation analysis.

IMS latches, like OS/390 locks, are used to protect the integrity of certain resourcesin a
multi-programming environment. A certain number of conflicts are to be expected and show
that the latches are performing a needed function. However, excessive conflicts may indicate a
malfunction in system performance that you should investigate.

In general, latches are held for only a very short time, which reduces the number of conflicts.
If something occurs that increases the time alatch is held, the probability that another task will
need the protected service before the task completes also increases. The main causes of such
delays are page faulting or faulty dispatch priorities. If alatched routine has to page fault
through a pool, the execution of any other task waiting for that service or resource can be
blocked, causing adegradation in IMS performance.

Suggestions for Relieving Latch Conflicts:

Logs

* Investigate the paging rate of the system and consider page-fixing the affected pools (use
the LATCH service to see where conflicts are occurring most frequently).

e If latch conflicts are appearing for DMB user routines, check these routines for waits or
possible page faults.

» If theconflicts are frequent for certain OSAM buffer subpools, review the definition of the
number of subpools and the number of their buffers to reach a better balance between the
allocation of the avail able space and the actual usage of the buffers.

Three IMS data sets are used, two online and one offline. Resource Analyzer service LOGST
displays utilization information and statistics about the two online data sets and provides
certain restart data.

Online Log Data Set (OLDS)

The IMS online log data set (OLDS) can be either single or dual and contains complete log
records.

IMS only writes the buffer (padded if necessary) when the buffer is completely full. If OLDS
and WADS are allocated by JCL, the number of buffersfor the OLDS is specified on the
OLDSDD statement. If OLDS and WADS are alocated dynamically, the number of buffersis
specified by the BUFNO parameter in PROCLIB member DFSV SMxx.

When an OLDS becomes full, it must be archived. Once the archive batch job is complete, the
OLDS can bereused. If dual OLDS arein use, aswitch is made when either OLDS becomes
full.

Buffer size for the OLDS is taken from the preallocated data set. At least four or five buffers

should be assigned because one of the buffersisused to read the OLDS if adynamic backout is
required.
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Write-ahead Data Set (WADS)

The IMS write-ahead data set (WADS) is preformatted and is used to write incomplete OLDS
buffers. WADS does not have its own buffers; it uses the OLDS buffers. The OLDS buffers are
segmented in 2K segments. Any check write requests cause unwritten segments for the current
buffer to be written to the WADS. This allows the log write-ahead requirement to be satisfied.

Database |og write-ahead is no longer an option; it is compulsory.

Data communications log write-ahead (DCLWA) is a default option. Review it carefully.
Response time can be adversely impacted if the default DCLWA=YES is allowed or specified.
Response time is impacted while the transaction or message is written to the WADS, which
delays processing; however, this does give complete DC integrity and should be eval uated.

IMS restart processing accesses the WADS to close the OLDS in the event of afailure.

System Log Data Set (SLDS)

The system log data set (SLDS) is an offline data set and can be either tape or DASD. The
SLDS s used for archiving the OLDS.

Log Performance Suggestions

22

¢ Prevent DASD contention on all online log data sets; that is, separate paths, strings,
devices (no shared DASD), and so on. Consider contention that can occur because of an
archive utility that is executing as a batch job.

» Allocate the WADS on alow-usage device because thisis most critical.

¢ Provide for multiple WADS backups.

¢ Allocate OLDS and WADS with contiguous space.

»  Specify approximately 10 buffersin the archive job for both OLDS and SLDS.
e Ensurethat the archive job runs at a high priority.

Note:  The Resource Analyzer service LOGST produces awarning message if either the last
OLDSisin use or the system is waiting for an archive to be performed.

The LOGST service also displaysthe OLDEST LCRE. Thisfield identifiesthe oldest recovery
point that IMS will requirein the event of arestart. A very old timein thisfield could indicate
aBMP or JBP that is not taking sufficient checkpoints and the record required for restart might
already be archived.
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Program Isolation Analysis

Program isolation is the IMS function that allows many application programs to access the
same databases concurrently without interference. It achieves this by enqueuing on each
database record asit is accessed at READ, UPDATE, or EXCLUSIVE level. Normally, each
engueue requires two QCBs (queue control blocks) from the Pl pool. To improve performance,
an entire record is locked by enqueuing the root segment at UPDATE level when asegment is
accessed. When moving from record to record, the new root segment is enqueued at UPDATE
level and the old root segment is dequeued. Dependent segments are enqueued only when
modified. These enqueues remain until the modifying program reaches a synchronization
point. Any other program attempting to access a segment or record that has been so enqueued
must wait.

The Pl service allowsinvestigation of program isolation problems. Watch the amount of FREE
SPACE inthe DYNAMIC POOL closely. If more space is required and the MAXIMUM
POOL SIZE has not been reached, a GETMAIN isdone in subpool 241 (CSA) for the amount
specified in INCREMENT. When the pool can no longer be expanded, the requesting program
is pseudo-abended with a u775. All changes are backed out and the transaction is put back on
the queue for reprocessing. Thisis an enormous drain on IMS and causes a sharp decline in
performance.

However, it is not agood ideato allow the Pl pool to grow uncontrollably. Once spaceis
obtained, it is never released. Because of the space management algorithm, the total available
space is constantly referenced even after most of it isfree. This can increase the page faulting
rate for all IMS regions. Because thisis aso one of the few pools that cannot be page-fixed,
page faulting can be reduced only by keeping this pool small. Usethe PIMAX monitor to make
surethat oneregion is not using this pool too much. If it is caught early enough, aregion can be
stopped beforeit fills up the pool.

The bottom portion of the PI display gives the number of enqueues each dependent region
currently holds. Thisis broken down by level of enqueue:

« READ
» UPDATE
« EXCLUSIVE

More importantly, it is possible to seeif aprogram isin a Pl wait, what resource it iswaiting
for, and which program is holding the resource. If there are frequent Pl waits, serious attention
should be given to the application system design or database design. Thisinformationis
especially valuable in determining the checkpoint call frequency needed in BMPs and JBPs.
You can possibly reduce contention by changing the processing option to GO or EXCL to
bypass Pl. Some cases may require multiple database PCBs with different PROCOPTSs. You
can use explicit program enqueue/dequeue control using Q command codes to control
simultaneous access. In afew cases, the problem may not be solved without a complete system
redesign.

In addition to lengthening program execution time, Pl waits may |ead to deadlocks. Although
not fatal, IMS must pseudo-abend one of the programs. All of this transaction's changes are
dynamically backed out and the transaction is put back on the queue for reprocessing.

Note: IRLM can be used to control database contention in place of program isolation.
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Pools

CBT Pools

Non-CBT Pools

There are two kinds of pools: CBT and non-CBT. The POOLC service displays CBT pools.
The POOLS service displays the status of the non-CBT pools. The DPOOL service displays
detailed information about non-CBT pools.

Although you do not have direct control over most CBT pools, you can control DPST and
SAP. You should consider the following:

DPST Pool

The DPST pool holds the dependent region partition specification tables (PSTs). DPST is
defined by the Stage 1 system generation, (IMSCTRL MAXREGN= or DFSPRRGO PST=); this
definition can be overridden by the JCL parameter PST=. DPST defines the minimum number
of PSTsthat IMS should hold available. Always define the average number of regions that you
intend to run. Understating the number does not cause a PST shortage because the pool
automatically expands and contract. However, the GETMAIN and FREEMAIN processes are
an unnecessary overhead and can be avoided by making the correct size definitions.

Additionally, PST= defines the number of VSAM strings, which do not change. If thereisa
shortage of VSAM strings due to an understatement of PST=, the dependent region waits.

SAP Pool

The SAP pool isused to hold all the dynamic and other save area prefixes (SAPs). SAPis
defined in the Stage 1 system generation macro (IMSCTRL MAX10= or DFSPRRGO SAV=; this
definition can be overridden by the JCL parameter SAV=. This pool does not expand and its
shortage causes IM S to enter selective dispatching which severely degrades performance.

WKAP Pool

Main pools contain the DFSISMNO control blocks and a general work pool, WKAP. MVIMS
displays only the WKAP portion. IMS creates temporary work pools from WKAP. The size of
atemporary work pool is defined by DFSPRRGO WKAP=; this definition can be overridden by
IMS control region JCL parameter WKAP.

QBUF Pool

The QBUF pool isthe central storage area used as /O buffers for the three types of message
gueue data sets: SHMSG, LGM SG, and QBLKS. The IM S storage manager module
DFSISMNO allocates the storage for the QBUF pool during IMS initialization. The IMS
message queue buffer manager module DFSQBFMO0 manages the QBUF pool during
transaction processing. A well-tuned QBUF is essential to fast transaction response time
because all inbound and outbound message traffic must pass through QBUF.
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QBUF Allocation:

The size of the QBUF pooal is defined during Stage 1 system generation by the MSGQUEUE
macro. You can use the QBUF parameter in the DFSPBxxx parmlib member or inthe IMS JCL
EXEC statement to override the number of QBUF buffers at execution time. You can use the
QBUFSZ parameter in the EXEC statement to override the size of the buffers. To page-fix the
QBUF poal, set EXVR=Y in the EXEC statement for the control region JCL.

QBUF Internals and Associated MVIM S Displays:

IM S caches as many messages in the QBUF pool buffers as possible beforeit attempts a buffer
steal, a process that requires I/O to one of the message queue data sets SHM SG, LGM SG, or
QBLKS. A buffer steal is not attempted until al the buffers have been used. DFSQBFMO0
attempts buffer steals from the stealable buffersfirst. A buffer is stealable if it is not currently
involved in 1/0 and it has no IWAITs. To steal abuffer for use by a different message,
DFSQBFMO0 must first write the existing buffer contents to one of the message queue data sets.
If a buffer is currently involved in an I/O or otherwise owned by another process (busy, in
other words), an IWAIT is always required before the buffer can be written and stolen. For that
reason, access time to a stealable buffer is much faster than access time to a busy buffer.

When abuffer is being stolen, the QBSL latch is held. MVIMS displays IWAIT datafor the
QBSL latch in the LATCH Summary display. The latch may be held without causing an
IWAIT. However, if there are no stealable buffers when an attempt to acquire the QBLS is
made, an IWAIT for QPWTBFR (wait for an available buffer) isincurred before the latch can
be acquired. The number of IWAITS for QPWTBFR is provided in the QUEST Statistics
analyzer display in the WAITS FOR AN AVAILABLE BUFFER field. If the valuein the field
isnot zero, all QBUF buffers are busy and none are stealable.

Area 1 of the DPOOL analyzer display for the QBUF pool shows the number of stealable
buffers (STEAL) and busy buffers (CURR). The POOLS analyzer display shows the number
of busy buffers (CURR), and the value is the same as the CURR value in the DPOOL display.
The POOLA monitor monitors the QBUF pool for high contention on its buffers. Contentionis
defined as buffers that are busy (the CURR value in DPOOL and POOLS) and not stealable
(the STEAL vaue in DPOOL). Using thisinformation, you can see what portion of the QBUF
pool is busy (CURR) and what portion is used but not busy (STEAL).

QBUF Tuning:

If your system is not real-storage constrained, your QBUF pool should be set large enough to
ensure minimal 1/O to the message queues. In general, the RECLENG parameter in the

M SGQUEUE macro should be set so that 1/0 activity to SHMSG and LGM SG is evenly split.
The split is determined by message segment lengths and the distribution of message arrival
between message segments shorter than LGMSG LRECL and longer than SHM SG LRECL .
1/O to the message queues may occur because the mix of arriving message segments uses up
one or the other section of the QBUF pool buffer even though the size of the QBUF pool seems
large enough. You should carefully balance the path length of buffer searching and 1/0 to the
message queue data sets. If you overallocate the number of buffers, the buffer search path
length and CPU cycles will increase. If you underall ocate the buffers, I/O will increase.

One tuning technique to reduce storage requirements and CPU cycles for QBUF buffer
operations isto decrease the number of buffers until the QUEST Statistics analyzer display
shows increasing IWAIT instances for message queue |/O.
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PSBW, PSB, and DMB Pools

These pools are managed by DFSISMNO. If LSO=S is specified, the PSB pool is split
into two parts. The POOL S service shows the parts as DLMP/PSBC in CSA and DPSB/PSBD
in private for the DLISAS address space. The DMB pool is shown as DLDP/DMBP in CSA.
You can use the DPOOL service to get details for each pool. Each pool has associated
monitors that can be started (such as PSBP and DMBP).

During transaction scheduling, IM S allocates space from these three pool s to accommodate the
required PSB and DMB. If space allocation failsin any of these pools, then IMS tries to make
space available by purging not-in-use control blocks. If spaceis still not available, then
scheduling fails and IMS tries to schedul e the next eligible transaction. The dependent region
waits if none can be scheduled. For more information, see “Pool Utilization” on page 10.

DMBW isthe DMB work pool. Although it is not used during transaction scheduling, itis
used later by the DL/I delete/replace action module (DFSDCDCO).

Theresident PSB and DMB are loaded at IM S startup time into storage outside these pools.
Theresident PSB is copied into the PSB pool when needed. The resident DMB does not need
to be copied.

The PSB pool holds the PSBs on a most-recently-referenced basis. It is defined in the Stage 1
system generation (BUFPOOLS PSB=, SASAPSB= or DFSPRRGO PSB=, CSAPSB=, DLI1PSB=);
this can be overridden by the JCL parameters PSB=, CSAPSB= and DL1PSB=. The IMS default
for splitting the PSB pool (80/20) is reasonable, so let it default.

The PSB work pool (PSBW) holds various DL/l work areas for the PCBs such asindex, SSA,
and SPA. It isdefined in the Stage 1 system generation (BUFPOOLS PSBW= or DFSPRRGO
PSBW=); this definition can be overridden by the JCL parameter PSBW=.

The DMB pool holds the DMBs on a most-recently-referenced basis. Space shortage causes
some DMBs to be closed and flushed. The DMB pool is defined in the Stage 1 system
generation (BUFPOOLS DMB= or DFSPRRGO DMB=); this definition can be overridden by the
JCL parameter DMB=. The DMB work pool isdefined in DFSPRRGO DBWP=; this definition can
be overridden by the JCL parameter DBWP=.

CESS Pool

The CESS pool allocates external subsystem communication control blocks, such asthe DB2
attach facility.

MFBP Pool

The MFS buffer pool, MFBP, accommodates MFS control blocks. However, MFSTEST
control blocks are not taken from this pool; they are taken from the CIOP pool. MFBP size is
defined in the Stage 1 system generation, (BUFPOOL S FORMAT= and FRE= or in DFSPRRGO
FBP= and FRE=); this definition can be overridden by the JCL parameters FBP= and FRE=.
This pool is allocated from extended CSA.
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CIOP, HIOP and RECA Pools

The communications I/O pool, CIOP, is used as message buffers between VTAM/BTAM and
the IMS queue manager. RECANY hasitsown CBT pool, RECA. CIOP contains only the
output buffers and EPCB blocks, described below.

A high communications I/O pool, HIOP, is allocated from IMS control region extended private
areato expedite the CIOP usage. This pool is defined in the Stage 1 system generation (macro
BUFPOOLS COMM= and macro COMM RECANY= or in DFSPRRGO TPDP=); this can be
overridden by the JCL parameter TPDP=.

Because the MFSTEST work areais taken from the CIOP pool, consider the sizes of both
MFSTEST and the CIOP pool. MFSTEST sizeis specifiedin IMS JCL MFS=.

EPCB Pool

The EPCB pool holds the Fast Path PCBs. EPCB storage shortage causes the Fast Path
transaction scheduling to fail without any indication to you.

Analyzing the System

Dispatching

This section describes dispatching and real storage.

The dispatcher statistics display (DSPST) gives an overview of the status and activity of both
0S/390 and IM S dispatching.

In thefirst section, the IMS control region, the DL/I SAS, and the dependent regions are listed
with pertinent OS/390 data. The default dispatch priority is set in the supplied PROCs at 239.
The dependent regions should run at a slightly lower priority. To assist IMSin its attempt to
balance the activity, the priorities of the dependent regions normally should be equal or quite
close. This should be changed only if specific processing characteristics of the installation
require special consideration.

The SRM parameters of domain and performance group/period and the current swap status can
give an indication of how OS/390 functions are affecting the performance of the IMS regions.
Asageneral rule, only one performance period should be defined for the IMS performance
group(s), because the IM S regions should be allowed to do their job without excessive
interference from the OS/390 SRM facilities.

The IMS dispatcher is responsible for the IMS internal multi-tasking by creating and
dispatching ITASKS. Each ITASK is associated with an ECB (event control block) that is
posted when work is to be performed for a particular function and with a SAP (save area
prefix) that controls the IM S resources associated with the task (for example, a save area set
for the registers of all the invoked IMS routines).
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Real Storage

There are pre-assigned SAPs for activity associated with each dependent region, logging, and
the like. Dynamic SAPsare used for all terminal 1/O activity in IMS/DC. The number available
depends on the specification in the MAXI10O statement during the generation or the SAV
parameter at execution. Because each SAP is associated with a GETMAINed areain CSA of
over 1200 bytes for the save area set, this number should be optimized to conserve space.

You can accomplish the optimization by reducing the number of dynamic SAPseachtimeIMS
is brought up (but only until afew occurrences of TOTAL ITASKSWAITED FOR A SAP
appear). After this point, performance might be affected by further reduction.

ITASKS are created and dispatched for all terminal 1/0 activity, and destroyed upon
completion. By subtracting the number of ITASKS created from those dispatched, an
approximation of the number of IWAITS can be found. Thisisan indication of thetotal IMS
I/O activity. For example, a dependent region must IWAIT for database access. This number
also can be calculated per second and used as a standard performance indicator to be checked
over time.

Probably the greatest single cause of poor IMS performance is an overcommitment of real
storage. Thisresultsin a high demand paging/swapping rate. Not only does it waste /O, but
also CPU. These effects are particularly devastating to alightly loaded IM S system.

On such a system, the IMS modul es constantly page in and out. Because of the design of IMS
and OS/390, aregion is effectively dead during page fault processing. Once it regains control,
it usually immediately page faults again because of the very large working set size of IMS.

The IMS latches and commonly referenced database records are of particular concern.

The only thing that can be done to reduce such interference isto reduce the page faulting in
IMS. Whileit helps to reduce the non-IMS jobs that run concurrently, there may not be any
alternative to page-fixing aportion of IMS.

The RS service allows the investigation of real storage usage. Because IMS is such a heavy
user of CSA and LPA, these are also included. It gives a complete breakdown of the status of
the usable page frames in the system:

 Totd
» Pageable
e Fixed

*  Long-term fixed

In anidentical form, the status of the page frames used by IMS are given.
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Chapter 2.

User Techniques for Monitors

This section provides assistance in using the functions available with the data collection
monitors. This section is not a step-by-step description of al the uses of these functions,
because installations have varied requirements depending on their processing load and
available resources (which may vary over time) and because there are so many services
available.

The built-in flexibility of the monitor services allows you to determine which items are
important to observe, when to observe them, and how long to observe them. This flexibility
also allows you to vary these specifications easily when needed.

The monitor services offer continuous monitoring, early warnings, graphics, and rate
calculations. They can be used as:

* Anoperations monitor of current IMS events

* A peformance analysistool to assist in tuning the system to use the available resources
better and to plan for the future

With the monitor services and the timer facility that drives them, these tasks can be done
automatically and selectively.

The following sections describe uses of the monitor services by different people within the
IMS organization. Thisis not a complete list and many of the services could be of valueto
other people within the organization. The technique descriptions use sample block requests
delivered with the product. The descriptions are grouped by the following users to present the
various ways that an organization can use MVIMS:

*  Master terminal operator

e IMS manager

* IMS performance analyst and system programmer
»  Database administrator
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Master Terminal Operator (MTO)

The master terminal operator is responsible for controlling the system and keeping it up and
running smoothly. Responsibilities include controlling the resources and solving operating
problems. The sooner problems are detected and the causes analyzed, resolving or minimizing
the effect, the better service IMS can give to the user. The automatic warning feature of
MVIMS can relieve the MTO of the chore of continuously monitoring all the different aspects
of the system. A set of standard monitor requests can be defined for the installation that can
automatically monitor the system and inform the MTO when a potential problem (as defined
for that system) is detected.

Warnings are sent automatically to the BBI-SS PAS Journal log, where they can be browsed.
Warnings can also be sent to the MTO console. If MAINVIEW AutoOPERATOR for IMSis
installed, warning messages can automatically invoke AO EXECs to take action or put the
warning message in the AO STATUS/EXCEPTION panel.

Two types of measurements can be set up; one to monitor specific problem areas (such asthe
usage of alimited resource) and one to monitor general system performanceindicators (such as
input queue length or scheduling failures).

BLKMTO Example

30

REQ=INQTR WMAX=20 WLIM=5 LOG=ATWARN WMSG=MTO

This sample request monitors the total input queue length every minute, automatically issues a
warning message to the MTO when the queue length exceeds the specified critical threshold
(WMAX=20), suspends warning messages after five are issued (WL 1M=5), and logs a plot of the
accumulated history datawhenever awarning message isissued (LOG=ATWARN).

A long input queue is one of the first indicators that system problems exist. Something may be
interfering with normal processing, causing a backlog of transactions and a degradation in
responsetime. Thecritical queue length varies for each installation and the threshold that
defines the warning condition (WMAX) should be adjusted accordingly. If an installation
stops transactions in the queue often (perhaps priority 0 transactions waiting for BMPs), the
MTO might choose to monitor only the transactions that can be scheduled (REQ=1QSCL). Ina
Fast Path environment where the expedited message handler is used, the monitor INQBG
would be used. Other factors may influence the definition of awarning condition; for example,
the submission of batched transactions, which causes a quick jump in input queue length.
Warning messages for this expected condition can be avoided by setting the WIF option; for
example, WIF=3 specifies that a queue length greater than the threshold must exist for three
intervals before the warning message isissued. When the MTO isinformed of along input
queue, other MVIMS displays, CLASQ, the history PLOT of INQTR, REGNS, DREGN, or
SCHED can be used to detect the cause of the problem.

REQ=CSAUT WMAX=80 WMSG=WTO 1=00:05:00

This request monitors CSA for a usage percentage. CSA isacritical resource for IMS systems
with high program isolation activity. This percentage is checked every 5 minutes
(1=00:05:00), and a message is sent to the system console if it exceeds 80 percent
(WMAX=80).

REQ=LGMSG WMAX=70 WMSG=MTO
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This sample request monitors the usage of the long message queue data set and informs the
MTO if it exceeds 70 percent (WAX=70). This early warning should give the MTO time to
determine the cause and take action before afull queue data set causes an IMS ABEND. For
example, if an application program isin aloop and is writing invalid messages to the queue,
the MTO could cancel the program.

REQ=@RSPC,1 WMAX=3.5 WIN=2 WMSG=MTO

This Workload Monitor sample request monitors M PP transaction response time for
transactions in processing class 1. For the purposes of this example, it is assumed that class 1
comprises short-running transactions which must have a 3.5-second or shorter responsetimeto
meet service level abjectives. When the average response timein an interval for class 1
transactions exceeds 3.5 seconds, awarning message is issued. To give the MTO time to react,
subsequent messages are issued every two intervals (WIN=2) while the condition persists.

Transaction response time may increase for many reasons. For example, a sudden increasein
the arrival rate of class 1 transactions can exceed the capacity of available message processing
regions to process them, or an increase in the overall system real storage demand may cause
unacceptable amounts of paging. The former case can be diagnosed by using the
STAT/STATR display or the history PLOT of ARVCL. The latter case can be diagnosed by
using the DREGN display (Paging Activity area) or the history PLOT of PAGE.

There are many other resources and indicators which can be measured, from system data set
usage, internal pool usage, and paging, to the level of Pl enqueues. Depending on installation
configuration and activity, some or al of these services can be defined to automatically
monitor the most critical areas. Because the number of requests and the sampling interval for
each can be set and modified as needed, the amount of MVIMS activity (and resulting system
overhead) can be controlled and channeled to fulfill real needs.
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IMS Manager

The IMS manager can use monitor services for high-level monitoring of the total system and
for selectively tracking specia areas.

BLKMGR Example
REQ=PRCTR 1=00:06:00 LOG=ATPD WMSG=MTO

This sample request monitors at 6-minute intervals the number of transactions processed and
automatically sends an entry to the IMS|og at the end of each period (10 intervals = one hour).
This up-to-date, graphically presented data, with the processing rate-per-second already
calculated for short- and long-term time periods, is available for online access at any time
whiletherequest isactive. The sampling interval can be set to show a different spectrum, from
secondsto hours. If thisrequest is started before transaction processing begins, the total count
field shows the total number of transactions processed that day.

REQ=ARVPR,ACC+ LOG=ATPD RANGES=0,10,60,300 WMSG=MTO

This sample request monitors the pattern of transaction arrivals for a group of programs (ACC
isaqualified name), automatically sends a plot display record to the IMSIog at the end of each
period (10 intervals), and displays the distribution of the number of arrivals per interval in the
ranges0to 0, 1 to 10, 11 to 60, 61 to 300. In thiscase, the arrivals are monitored for aprogram
group; however, arrivals may be monitored for a transaction, transaction group (qualified
name), processing class, program group (qualified name), or application program name.

The form of the request depends on installation naming conventions. The IMS manager can
use thisinformation to discuss system usage and performance and have statistics for the period
in question, not just totals or averages for afull day.

The frequency distribution produced indicates how often a certain arrival rate was measured:
no arrivalsin one minute, 10 per minute, 60 per minute, 300 per minute or over. The highest
count ever measured is shown.

REQ=@RSPT, AR+ LOG=ATPD RANGES=2.5,5,7.5,10 WMSG=MTO

This Workload Monitor sample request monitors the transaction response time for a group of
transactions (AR is a qualified name), automatically sends a plot display record to the IMS log
at the end of each period (10 intervals), and displays the distribution of transaction response
time in the ranges of 0 to 2.5 seconds, 2.51 to 5 seconds, 5.01 to 7.50 seconds, and 7.51 to 10
seconds. In this case, transaction response times are being monitored for a transaction group;
however, response times also may be monitored by processing class, LTERM, region,
program, or user. Qualified names are allowed for every option except class. The form of the
request depends on installation naming conventions. The IMS manager can use this
information to discuss system response time and service level objectives with users and can
generate statistics for any period in question, not just totals or averages for an entire day.
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IMS Performance Analyst and System Programmer

The person in charge of IMS tuning has a very complex task: determining the best use of
available resources to maximize user service. The large number of variables to be monitored,
the many parameters that can be adjusted, the interaction of the variousinternal IM S functions
such as queueing and scheduling, the effect of operating system constraints, the continual
variations in processing load and applications mix, and the number and size of the resources to
be controlled all increase the difficulty of understanding and tuning the IMS system. Offline
reports of summarized data often do not give the precise information needed to analyze the
causes of current problems or to detect potential bottlenecks in resource usage.

With the monitor services, the performance analyst can selectively monitor only the
information currently needed. The amount of output produced and the cost of producing it can
be controlled.

Many different resources and performance indicators can be measured as needed, such as pool
usage, |/0 rates, program isolation activity, input and output queues, paging, and CSA. Many
of these can be measured either globally or selectively which allows the collection of exact
information for specific problem areas.

BLKPERF Example
REQ=DBSTL, 2 1=00:10:00 WMAX=100  LOG=ATWARN,ATSTOP

START=10:30:00 STOP=11:40:00

This sample request monitors the number of buffer steal writes performed between 10:30 and
11:40 am. in the OSAM database buffer subpool 2. The graphic history can be inspected
online at any time after 10:30 until the request is specifically purged. In addition, the requestor
isinformed at the terminal whenever the number of steal writes exceeds 100 in any 10-minute
interval. The history plot iswritten automatically to the BBI-SS PAS Image log for later
offline analysis whenever the warning threshold is exceeded and also at 11:40 when the
measurements for this request are discontinued.

Several different 1/0 counters can be monitored, either by IMS function, by using the MFSIO
service or the DBSTL service, or on asystem level, such as start 1/0s by unit or paging rates.

REQ=PSBP 1=00:00:30 LOG=ATPD

This sample request creates a detailed graphic history of PSB pool usage. The percent
allocated is measured every 30 seconds and a plot record written to the log every 5 minutes (30
seconds x 10 intervals = one period).

Thisisjust one example of how the performance analyst can use MVIMS to selectively
monitor special problem areas whenever needed. Other, more generalized requests can be set
up to always be active, but only write BBI-SS PAS Image log records when warning
conditions occur. Analysis of these records shows areas that need more detailed study.

The WARNINGS WRITTEN field on the Timer Facility Statistics display (Primary Menu
Option 5) shows whether any warning conditions were detected.

REQ=S10,158 RANGES=10,60,300,1500
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This sample regquest tracks the number of successful start 1/Osissued to unit 158, which isused
by IMS (for example, a database). In addition to the graphic display of each minute's activity
and the calculation of rates-per-second, a frequency distribution is accumulated. The range
limits defined are for the activity count within an interval, in this case one minute. This
corresponds to a distribution of rates-per-second of 1 every 6 seconds, 1 per second, 5 per
second, and 25 per second. The last range limit shows the highest value measured. If IMSis
run with LSO=S, DLIO can be used for data sets allocated in DLISAS.

REQ=CLASQ 1=00:05:00 LOG=ATINTVL

START=09:00:00 STOPCNT=50

This sample request writes an IMS log record of the Class Queuing display every 5 minutes
until 50 are created. This automatic logging of an informational display can create an audit

trail of detailed data at aregular interval within a certain time period. These records can be
printed with IMRPRINT and analyzed at any time.
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Database Administrator

The database administrator often is responsible for monitoring and controlling the performance
of the application programs. With several of the monitor services, an automatic process can be
activated, which checks for adherence to installation standards and good programming
practices. The effects of new applications on the total system and the performance and usage
patterns of the application itself can be monitored.

BLKDBAZ2 Example
REQ=DBTOT(MSGRGNO1) ~ WMAX=20  1=00:00:01

This samplerequest for service DBTOT checksthelevel of DL/I activity occurring in aregion.
For example, if the first region (always started asjob MSGRGNO1) is only supposed to
process fast transactionsissuing asmall number of DL/I calls, thisrequest checks every second
and issues a warning message to the BBI-SS PAS Journal log if the program being executed
issues more than 20 database calls per scheduling.

REQ=PIENQ BMPRGNXX  WMAX=250 1=00:00:10

This sample request checks every 10 seconds and automatically writes a warning message to
the BBI-SS PAS Journal log if the BMP in this region (when it is active) ever has more than
250 outstanding Pl enqueues. The DBA can look at the Pl display whenever awarning is
received to seeif thislevel of Pl activity is causing conflicts with other regions at that time.
The plot of thisrequest givesafull history of the enqueue levelsreached between CKPT calls.
Thisinformation alows fine tuning of the frequency of CKPT calls needed in that BMP.

REQ=PIMAX  WMAX=1500 1=00:00:15

This sample request checks every 15 seconds and sends awarning message to the BBI-SSPAS
Journal log if any region exceeds 1500 Pl engqueues. The region name and PST number are
included in the warning message. This can be used to check if a program is taking checkpoints
frequently enough.
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Part 2. Using MVIMS

This section describes how to use MVIMS. It includes descriptions of :
» analyzers and monitors and how they are used
+ theonlinefunctionsthat can be used with MVIMSin aterminal session

» thePrimary Option Menu, which provides easy access to product service applications

Chapter 3. The MAINVIEW Product Family .......... ... .. . i, 39
Chapter 4. Measuring IMS Activitiesand RESOUrCes . ... ..., 41
Chapter 5. TYpPeSOf SErVICES. . . oottt e e 49
REQUESES . . o 50
ANl ZE S . o 51
MONITOrS . . . oottt e e e e e 52
Starting and Stopping MONItOrS . . ... ..ot e 52
Monitor Responseto Target IMS Shutdownand Startup . .. ... .ot 52
DataColleCtion . . .. ..ot 52
Historical DataStored .. ..... ...t 53
Data TypeSMeEasUured . .. .. ..ot e e e e 54
Warning Conditions . . . ... ... o 55
Monitor Request Title .. ... o 56
Warning Message FOrmat . . . ... .o oot 56
IMS Monitor DataDisplay ServiCes. . . ... oot e 58
Workload Wait EVENLS . . . ...ttt e 59
WOPKIOBA TIaCe . . . o oottt e e e e e 59
Logging abisplay . ... ..o 60
Automatic BBI-SS PAS Image Logging of Analyzer Displays .. .................. 60
Automatic BBI-SS PAS Image Logging of PLOT Display .. ..................... 60
Automatic BBI-SS PAS Image Logging of Monitor Summary Displays. ............ 61
REQUESE SEALUS . . . . ..ot 62
Grouping REQUESES . . oottt e e e e e e 62
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Chapter 3. The MAINVIEW Product Family

MAINVIEW is an integrated family of performance management and automation products
that monitor and control the multivendor enterprise information system. MAINVIEW consists
of performance monitors, network integration software, automated operations, and prewritten
automation applications.

MAINVIEW product integration allows host and network system monitoring and automation
(even in remote locations) through a common user interface, the MAINVIEW Selection
Menum, which is shown in the Using MAINVIEW manual.

The integration of MAINVIEW productsis provided through BMC Software

Intercommunications (BBI) technology. For more information about the BBI architecture,
see the MAINVIEW Common Customization Guide.
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Chapter 4.

Measuring IMS Activities and Resources

The MVIMS analyzer and monitor services measure these IM S activities and resources:

Terminal 1/0

IMS queuing

Scheduling of application programs (PSB and DM B pools) in the dependent region
Application program activity in the dependent regions

Database activity and buffer pool utilization

IMSinternal functions and interactions with OS/390

IRLM functions

IMS workload

Table 2 on page 42 groups the analyzer and monitor services by the IM S activity or resource
areameasured and indicates where in this manual the services are described. The area
indicated in the table is shown asit appearsin the AREA field of the service list applications.

For techniques about how to use the services to tune your system, see Part 1, “ Performance
Analysis and Monitoring Techniques’ on page 1.
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Table 2. IMS Activities and Resources Measured

IMS Activity/ Analyzer Displays Monitorsand Traces
Resource Area (all referencesin thismanual) (Monitorsand Traces Reference Manual)
Terminal 1/0O “MFSST - MFS Statistics” on page 83 | “MFSFD - Percentage of MFS Blocks Found in
(MFSareq) “MFSUT - MFS Pool Utilization® on | o

page 87 “MFSIO - MFS1/0”

“MFSIR - MFS Immediate Requests”

IMS queuing “QUEST - Queue Statistics” on page | “INQBG - Input Queue Length by Balancing
(QUEUE area) 89 Group (BALG)”

“INQCL - Input Queue Length by Class’

“INQTR - Input Queue Length by Transaction
Code”

“1QSCL - Schedulable Input Queue by Class”

“LGM SG - Long Message Queue Percentage
Utilization”

“QBLKS - Queue Blocks Percentage of
Utilization”

“QIO - Queue /0"
“QWAIT - Queuing Waits’

“SHMSG - Short Message Queue Percentage
Utilization”

“INLK - Input Messages by Link”

“OQLK - QOutput Queue by Link”

“OUTLK - Output Messages by Link”
“DEADQ - Dead Letter Queue Count”
“OQLN - Output Queue Length by Line’
“OQLT - Output Queue Length by LTERM”
“OQND - Output Queue Length by Node”
“OUTLN - Messages Output by Line’
“OUTLT - Messages Output by LTERM”
“OUTND - Messages Output by Node’
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Table 2. IMS Activities and Resources Measured (continued)

IMS Activity/ Analyzer Displays Monitorsand Traces

Resource Area (all referencesin thismanual) (Monitorsand Traces Reference Manual)
Scheduling of “BALGQ - BALG Queuing” onpage | “ARVBG - Transactions Arrivals By Balancing
application programs | 95 Group (BALG)”

Lr;gtir:)endependent “CLASQ - Class Queuing” on page “ARVCL - Transaction Arrivals by Class’
(SCHED area) 102 “ARVPR - Transaction Arrivals By Program”

“PSBUT, DMBUT - PSB and DMB
Pool Utilization” on page 109

“SCHED - Scheduling Statistics’ on
page 112

“ARVTR - Transaction Arrivals by Transaction
Code”

“PRCBG - Transactions Processed by
Balancing Group (BALG)”

“PRCCL - Transactions Processed By Class’

“PRCPR - Transactions Processed by Program”

“PRCTR - Transactions Processed by
Transaction Code”

“SCHFL - Scheduling Failures by Type’

Application program
activity in the
dependent regions
(REGN area)

“DLIST - DL/I Call Status’ on page
118

“DREGN - Region Detail (Event
Collector Data)” on page 125

“DREGN - Region Detail (No Event
Collector Data)” on page 145

“REGNS - IMS Regions (Event
Collector Data)” on page 164

“REGNS - IMS Regions (No Event
Collector Data)” on page 187

“STAT/STATR - System Status’ on
page 206

“D2CON - IMS Region Connection to DB2
Subsystem”

“D2SON - DB2 Sign On by Subsystem”

“D2THD - Active IMS Region Threadsto DB2
Subsystem”

“DBGU - DataBase Calls per Message Get
Unique by Region”

“DBTOT - DataBase Calls per Scheduling by
Region”

“MSGGU - Message Calls per Message Get
Unique by Region”

“MSGT - Message Calls per Scheduling by
Region”

“WAIT - Regionin aLong Pl Wait”
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Table 2. IMS Activities and Resources Measured (continued)

on page 219

“FPBST - Fast Path Buffer Pool
Statistics’ on page 223

“VSST - VSAM Global Pool
Statistics’ on page 226

“VSST - VSAM Subpool Statistics’

on page 229

IMS Activity/ Analyzer Displays Monitorsand Traces

Resource Area (all referencesin thismanual) (Monitorsand Traces Reference Manual)
Database activity and | “DBST - OSAM Global Pool “DBIO - DataBase I1/0 Count by Subpool”
gﬁﬁf aﬁ’gr?' Statistics” on page 215 N “DBHIT - Hit Ratio for OSAM Buffer Pool”
(DB area) "DBST - OSAM Subpool SliStics” | «pper) . paaBase Buffer Stedls by Subpool”

“HPACC - Hiperspace Access by Subpool”
“HPHIT - Hiperspace Hit Ratio by Subpool”

“HPSTL - Hiperspace Buffer Steals by
Subpool”

“SBUSE - Sequential Buffering Storage by
Region”

“VDBIO - VSAM Database I/0 by Subpool”
“VDBWR - VSAM Writes by Subpool”
“VHIT - VSAM Hit Ratio by Subpool”
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Table 2. IMS Activities and Resources Measured (continued)

IMS Activity/ Analyzer Displays Monitorsand Traces
Resource Area (all referencesin thismanual) (Monitorsand Traces Reference Manual)
IMSinternal “APPCA - APPC Activity Summary” | “DBWZP - Database Work Area Pool Percentage
functions on page 233 of Utilization”
(INTNL areg) “APPCL - APPC LU Status’ on page | “DMBP - DMB Pool Percentage of Utilization”
242 “DSAP - Dynamic SAP Percentage of
“DAPPC - Input Allocation Utilization”
Direction” on page 249 “EPCB - EPCB Pool Percentage of Utilization”
“DAPPC - Output Allocation “HIOP - HIOP Pool Percentage of Utilization”
Direction” on page 254 -
_ “LAWT - Average Latch Wait Time”
DLTCH - Latch Detall” onpage 258 | LMAWT - Maximum Average L atch Wait
“DPOOL - Detail Pool (Non-CBT Time"
Variable Pool)” on page 268 “MFSP - MFS Pool Percentage of Utilization”
“DPOOL - Detail Pool (Non-CBT | «5gyFw - OLDS Buffer Waits”
Fixed Pool)” on page 262
“OCHKW - OLDS Check Writes’
“LATCH - Latch Summary” on page )
272 “PIENQ - Program Isolation Enqueues by
o Region”
“LOGST - Log Statistics™ on page ) )
279 “PIMAX - Maximum Program Isolation
Enqueues by Region”
“Pl - Program Isolation” onpage 284 | .
PIPL - Program Isolation Pool Percentage of
“POOLC - Pool Summary (CBT)” on Utilization”
page 288 “POOLA - Pool Allocated Storage”
“POOLS - Pool Summary (Non-CBT | . ) ; "
Variable and Fixed Pools)” on page POOLN - Net Expansion Count
201 “POOLT - Total Expansion/Compression
Count”
“PSBP - PSB Pool Percentage of Utilization”
“PSBW - PSB Work Area Pool Percentage of
Utilization”
“RECA - RECA Pool Percentage of Utilization”
“WADIO - WADS I/O”
“WKAP - General Work Area Pool Percentage
of Utilization”
IMS and OS/390 “DSPST - Dispatcher Statistics’ on “CSAFR - CSA Fragmentation”
interactions page 299 “ i e
(IMVS aren) CSAUT - CSA Percentage of Utilization

“RS - Real Storage” on page 303

“DLIO - DL/I EXCP Count by ddname’
“DPAGE - Demand Paging by Region”
“ECSAU - Extended CSA Percent Utilization”
“PAGE - Paging (Region)”

“SYSIO - EXCP Count by ddname”
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Table 2. IMS Activities and Resources Measured (continued)

IMS Activity/
Resource Area

Analyzer Displays
(all referencesin thismanual)

Monitorsand Traces
(Monitorsand Traces Reference Manual)

IRLM functions
(LOCK area)

“IRLM - IRLM IMS Status (IRLM
1.5)" on page 307

“IRLMG - IRLM GLOBAL STATUS
(IRLM 1.5)" on page 313

“LCRES- IRLM Lock Contention by
Resource (IRLM 1.5)" on page 321

“LCUSR - IRLM Lock Contention by
User (IRLM 1.5)” on page 328

“LHRES - IRLM Locks Held by
Resources (IRLM 1.5)” on page 330

“LHUSR - IRLM LocksHeld by User
(IRLM 1.5)" on page 337

“LUSRD - IRLM Lock User Detail
(IRLM 1.5)" on page 339

“IRLM - IRLM IMS Status (IRLM
2.1 and Later)” on page 347

“IRLMG - IRLM GLOBAL STATUS
(IRLM 2.1 and Later)” on page 353

“LCRES- IRLM Lock Contention by
Resource (IRLM 2.1)" on page 362

“LCUSR - IRLM Lock Contention by
User (IRLM 2.1)” on page 370

“LHRES - IRLM Locks Held by
Resources (IRLM 2.1)" on page 372

“LHUSR - IRLM LocksHeld by User
(IRLM 2.1)" on page 380

“LUSRD - IRLM Lock User Detail
(IRLM 2.1)" on page 383

“LDLCK - Number of Deadlocks”

“LHELD - Number of Locks Held”

“LKMAX - Maximum Locks Held by Region”
“LKREQ - Number of Lock Requests”
“LSUSP - Number of Suspensions’

“LWAIT - Regionin IRLM Suspend”

“LWNUM - Number of Suspended IRLM
Requests’

“PTBLK - Number of PTB Locks’
“VSEND - Number of VTAM Sends’
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Table 2. IMS Activities and Resources Measured (continued)

IMS Activity/ Analyzer Displays Monitorsand Traces
Resource Area (all referencesin thismanual) (Monitorsand Traces Reference Manual)
IMS Workload Chapter 18, “ISTAT - Terminal Input | Chapter 27, “ Requesting Workload Trace Data
(IWKLD area) Status Display” on page 395 Collection (MTRAC)”
Chapter 19, “OSTAT - Terminal Chapter 34, “LTRAC - List of Trace Entries’
Output Status Display” on page 407 Chapter 35, “STRAC - Summary Trace Data
Chapter 20, “TRANQ - Transaction Display”
Queue Status Display” on page 419
Chapter 21, “USER - User Status giha,tlmterHSG, DTRAC - Detail Trace Data
Summary” on page 427 play
Chapter 22, “Requesting Workload
Wait Data Collection (MWAIT)” on
page 433
Chapter 23, “Requesting Workload
Wait DataDisplay (DWAIT)” on page
443
Chapter 24, “DWAIT - Workload
Wait Display” on page 445
IMS workload - “#CDB2 - DB2 Data Access Calls’
DB2 activity “ )
(IWDB2 areq) #SDB2 - DB2 Nondata Access Calls
“@PDB2 - DB2 CPU Time"
IMS workload - “#CIC - Control Interval Contentions’
Fast Path activity “ .
(IWFP area) #OBAW - OBA Latch Waits
“@OBA - Overflow Buffer Usage’
IMS workload - “$CBMP - BMP Region Calls’
ggﬁzal IMS region “$CDBT - DBCTL Region DLI Calls’
(IWGBL areq) “$CMPP - MPP Region Calls”
“$CTOT - All Region Calls”
IMS workload “@ELAP - Average Elapsed Time’
transactions w ——
(IWTRN area) @INPQ - Average Input Queue Time
“ @RESP - Average Response Time”
“#PROC - Number of Transactions Processed”
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Chapter 5. Types of Services

The MVIMS servicesinclude:

Analyzers

Monitors

Workload Wait

Workload Trace

Show formatted full-screen displays of target system status and activity.

Measure and collect data about resource or workload performance over
time and detect exception conditions.

Measures and collects data about IM'S workload events over time.

Workload wait requires monitor data collection and analyzer display.
MWAIT isamonitor service that activates workload wait data
collection. DWAIT is an analyzer display of data collected by MWAIT.

Tracks transaction processing through IMS.

A trace requires monitor data collection and analyzer display. MTRAC is
amonitor service that activates workload trace data collection. LTRAC,
STRAC, and DTRAC are analyzer display services that show different
views of data collected by MTRAC from summarized statistics for all
transactions to detailed events and data for one transaction.

Except when thresholds are exceeded, monitors execute independently in the background,
transparent to the operator. When warnings are issued, the historical data collected by
Workload Monitor and other products can be examined to determine problem causes.
Workload Analyzer can be used to determine the cause of the IMS workload problem; then
Resource Analyzer can be used to determine which resource is affected by the workload
problem. MAINVIEW AutoOPERATOR for IMS can be used to automatically take an action
when awarning is issued.

Resource Monitor has services that monitor resource usage, such asinput queue length. When
used together, Workload Monitor and Resource Monitor provide an early warning system for
the entire IMS environment.
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Requests

Services are activated as user requests.

«  Analyzers can be selected from an analyzer servicelist or requested from a service display
panel by overtyping the service name.

»  Timer-driven monitors that measure resources, workloads, or wait events or track
transaction processing are SET service reguests.

They can be selected from a monitor service list and started from a data entry panel.
The collected data can be viewed with monitor display services similar to analyzers.

e Timer-controlled requests that activate transaction tracing can be started from a data entry
panel accessed from alist of current traces.

» Timer-controlled requests for automatic analyzer display logging can be started from a
data entry panel accessed from an analyzer servicelist.

SET requests for timer-driven services with options as keyword parameters can be generated
automatically from data entry panels. Optional service parameters narrow the scope of asingle
request and let several requests for the same service be active concurrently. Additional
requests can be made at any time, or requests can be modified or purged.

A standard set of timer-controlled monitor, workload wait, workload trace, or logging requests
can be started automatically with the BBI-SS PAS.
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Analyzers

The IMS analyzers are services that provide aformatted, full-screen display of IMS resource
performance at your terminal in response to arequest. A request for adisplay is made with a
service select code and optional parameter. You can make the request from a service display
panel or by selecting the service from an analyzer servicelist. The results of the service
analysis are shown at your terminal and can be automatically logged to the BBI-SS PAS Image
log at time-driven intervals with the SET facility.

Analyzer services that show lists of resources or workloads are scrollable.

Some analyzers display data collected by a previously started data collection service request.
For example, timer-driven monitors collect short-term history datathat can be displayed with a
plot display. The workload wait (MWAIT and DWAIT) and trace services (MTRAC and
LTRAC, STRAC, or DTRAC) in IMS Workload Analyzer function similarly. The MWAIT
and MTRAC services are started like a monitor to collect data:

¢ MWAIT data collection can then be displayed by the DWAIT workload wait display.
*  MTRAC data collection can then be displayed by:

LTRAC Shows alist of al traced events for an MTRAC request.
STRAC Shows summarized trace statistics for one transaction.
DTRAC Shows a chronological detail trace of events for one transaction and

includes associated database I/0 data and segment search argument,
key feedback, and /O area data. If atransaction has DB2, CICS, or
M QSeries events associated with it, those events are also displayed.
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Monitors

The IMS monitors are services that collect data measurements about resource usage or
workload performance and detect warning conditions in response to a user request. A request
to activate a timer-driven monitor is made by specifying a service select code and optional
parameter with the SET facility. You can make arequest from a service display panel or from
amonitor servicelist. Selecting a service from amonitor list displays a data entry panel primed
with the SET request keywords for the selected service. The request specifies the resource to
be measured, the sampling frequency, the time of day to begin the sampling, the sampling
duration, the disposition of datawhen the IMS subsystem is not available, and the threshold
that defines awarning condition for the monitor request.

Each monitor serviceis atimer-driven monitor that:
« Measuresresource or workload status, count of activity, or usage percentage.

» Calculates aratio of resource usage over time. The measurement obtained at each
sampling interval is compared to the user-defined threshold for that request. The threshold
comparison detects conditions for which user-defined warning messages can be issued.
The measurements are stored online so that a plot of the recent history of a monitor
request can be viewed at any time. Optional service parameters narrow the scope of a
single request and let several requests for the same monitor service be active concurrently.

Starting and Stopping Monitors

With a monitor request, the user selects an IMS variable to be monitored, defines a sampling
frequency, and assigns a warning threshold appropriate to the site's environment. A standard
set of monitor requests can be started automatically with the BBI-SS PAS. Additional monitor
requests can be made at any time or requests can be modified or purged

Monitor Response to Target IMS Shutdown and Startup

Active monitors detect target system shutdown and startup. When arequest is made, quiesce
and restart options can be defined that specify the monitor action when the target system stops
or restarts. Monitors can:

e Berestarted automatically
Previously collected data can be saved or deleted.
*  Bepurged when the target IMS stops

¢ Remain in aquiesced state when the target IM S starts

Data Collection

A monitor service request is activated through atimer facility, which is controlled through
SET service requests. A request for a service specifies:

»  The monitor to be used (service select code and parameter).
Note:  Thisdefinesthe IMS resource or activity to be measured.

¢ When monitoring should begin.
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How long monitoring should continue.
How often the activity isto be measured (sampling interval).

Which service functions should be performed.

The active service request automatically measures the corresponding system variable

(see “Data Types Measured” on page 54) at thetime interval specified on the SET request. This
data can be displayed online with a plot service request. The requested plot display can be
automatically logged or refreshed.

The workload monitors and resource monitors use the same timer and SET facility to activate
and control requests. However, they do not use the same facility for data collection.

Workload trace and workload monitors use the Event Collector component to collect
transaction-level statistics.

Resource monitors collect data through their own timer-driven services.

Historical Data Stored

To make concise short- and long-term histories available for the graphic plot display, historical
datais always stored as:

Ten detail measurements. These are the latest 10 values, each collected at the expiration
of the user-defined interval. For example, if the standard sampling interval of 1 minuteis
in effect, the measurements of each of the last 10 minutes are available. When anew
measurement is made, the oldest value is overwritten (in other words, the values wrap
around every 10 intervals).

Two summary periods, current and previous. Both values are updated at the expiration of
10 intervals (wrap point) when 10 new detail measurements have been collected. The
current period value is moved to the previous period and the sum of the 10 detail
measurements is moved to the current period. The current period value includesfrom 1 to
10 of the detail measurements available at any onetime. The wrap point isindicated by an
arrow in the display provided by the PLOT service.

Total. Thisisthetotal accumulated in the time the request has been active. It is updated
at each interval when a new measurement is made.

Note:  Both the summary periods and the total are shown as averages-per-interval in the
graphic display so the plotted detail values can be compared.

A frequency distribution. Thisdistribution is updated at each interval if range limits are
defined with the request. From two to five ranges are allowed. The new measurement
value is compared to the defined limits to find the range in which it belongs and the
number of occurrences for that range is incremented by one.

The high-water mark. Thisisthe maximum value ever measured at any interval and the
timeit occurred.
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Following is an example of the storage of historical data:

If arequest is started at 10:00 a.m. with an interval of one minute, the detail counters wrap
around at 10:10, 10:20, and so on. The history available at 10:35is:

e Thedetail measurements cover the last 10 minutes, from 10:25 to 10:35.
»  Thecurrent period is from 10:20 to 10:30.

* Theprevious period isfrom 10:10 to 10:20.

e Thetotal isfrom 10:00 to 10:35.

Data Types Measured

The following four types of automatic service measurements can be taken periodically and
shown by the general Performance Management PLOT display request.

COUNT
An activity count over time; for example, the number of lock requests within a

specified time interval.

Note:  When COUNT datais plotted, in addition to the counts, rates-per-second
are automatically calculated and shown for the displayed time intervals
(AVG/SEC).

AVERAGE
The quantity over time; for example, the average value of transaction response time

in the specified interval.

Note:  When AVERAGE datais plotted, in addition to the averages, the event
counts used to cal cul ate the averages are al so shown for the displayed time
intervals (EVENTS); for example, for the plotted average response time,
the number of transactions measured is shown.

STATUS
The status level at the moment of measurement; for example, queue lengths or level

of PI enqueues.

PERCENT
Resource usage at the moment of measurement, expressed as a percentage of the

maximum; for example, percent pool utilization.

For asample PLOT display and a compl ete description of the display contents, see the
“Monitor History Display (PLOT)"” section of the “Monitor Display Commands’ chapter in
Monitors and Traces Reference Manual.

A fifth type of data measurement, WARNING ONLY, does not collect historical data or
produce aplot:

WARNING ONLY
A condition measurement that can be checked against a warning threshold; for
example, the number of DL/I calls performed in aregion since the last program

scheduling.
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Warning Conditions

SET request parameters for amonitor service can be used to define avalue that is compared to
the measurement taken during the requested sampling interval. The comparison establishes a
warning condition when the measurement either exceeds a maximum threshold or islessthan a
minimum threshold. When the service detects this exception, it automatically sends a message
to the BBI-SS PAS Journal and also to the system console upon user request. The message
textis:

e A unique message ID

¢ Thetitle of the service, which can be changed by the user with a TITLE parameter in the
service request

e The measured value
e Thesampling interval (if applicable)
»  Thedefined threshold

The service sends an exception-cleared message with the service title to the BBI-SS PAS
Journal when the service no longer detects a condition greater than the defined threshold value.

The monitor request can be used to:
»  Specify auser-defined threshold value (WMAX or WVAL keyword).

Each new measurement of the system variable made at the expiration of aninterval is
compared to the threshold value.

When the measurement either exceeds a maximum threshold or is less than a minimum
threshold, a warning condition exists and warning messages are sent automatically to the
BBI-SS PAS Journa log.

Note: TheLOG DISPLAY option on the Primary Option Menu can be used to view the
BBI-SS PAS Journal log.

»  Send warning messages also to the OS/390 console through the write-to-operator (WTO)
facility (WM SG keyword).

¢ Specify the number of warningsto be sent for one exception condition (WLIM keyword),
the number of times the exception is detected before the first message (WIF keyword), and
the number of times the exception is detected between messages (WIN keyword).

These options can be used to avoid flip-flop situations where a condition often varies just
above and below the threshold, triggering many messages. For example, a condition could be
checked every 30 seconds with awarning only if that condition persists for 3 minutes
(WIF=6), repeated warnings only after another 5 minutes (WIN=10), and alimit of 10
(WLIM=10) warnings (the problem is known and investigated by then).
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Monitor Request Title

A monitor request isidentified with atitle. If aparameter is specified for arequested service,
the parameter is shown with thetitle. The title and applicable parameter for each request are
shown in the:

e PLOT graphic display of the data collected by the requested monitor
e Active Timer Requests application (see “Request Status’ on page 62)
«  DMON or DWARN active monitor summary display

«  Warning message i ssued when the measurement of the resource exceeds a threshold
defined for the monitor

If a parameter is not used for the monitor request, the PLOT display and the warning message
show the default (TOTAL) for that field.

Each service has a default title that can be customized. This processis described in “ Service
Table Definition” in the MVIMS Customization Guide. The default titles of all the monitor
services are in the service descriptions in this manual.

When requesting a monitor service, you can use the TITLE keyword to make the title more
meaningful to the installation for that specific request. A user-defined title can be 1 to 24
characters long. The title can be defined in a data entry panel or with a SET request in the
Service Display panel. If atitleis defined with a SET request, the title must be enclosed in
single quotes.

Warning Message Format

56

Each service has a unique warning message associated with it. A warning message isissued
when the condition established by the user is detected by the monitor service, as described in
the preceding section. The format of awarning messageis:

ccnnnOW (nn) hh:mm:ss title(parm) = v [IN x intrvl] [srvdata]
(Gthrshld) *****

where:
ccnnnOW I's the warning message I D issued by the requested monitor service.
cc Is atwo-character code indicating the service type; for example, RM
indicates Resource Monitor.
nnn I's the numerical message identifier associated with the requested
service.
0 Indicates that the detected threshold currently exists.
W Represents a warning message.
(nn) Isthe number of times the warning message was issued.
hh:mm:ss Is atimestamp in hours, minutes, and seconds.
title Isadefault or user-defined title for the service (see “Monitor Request Title” on
page 56).
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(parm) Isan optional parameter that is part of the regid (service select code plus
parameter) for the SET request, as described previoudly. (TOTAL) isthe
default if a parameter is not specified for the service request.

\Y; Is the current measured value.

IN x intrvl Is the time specified for the resource sampling with the INTERVAL keyword
of the SET request where:

X Can be nn, nnnn, hh:mm:ss, or mm:ss (n isanumeric value; hhisthe
number of hours; mm is the number of minutes; and ssis the number
of seconds).

intrvl  Isunits of time measurement which can be SEC or MIN.
Note:  Time measurement units are not used for hh:mm:ss.

This measurement isincluded in the warning message only when a
COUNT datatypeis measured (see “ Data Types Measured” on page
54).

(>thrshid) Is the threshold value specified by the WMAX or WVAL keyword of the SET
reguest for the monitor service. A < character indicates the sampled valueis
less than or equal to the threshold as specified by the request.

*kok Kk I's used to emphasi ze the message in the BBI-SS PAS Journal log.

When athreshold is exceeded, awarning message is sent and awarning condition exists.
The DWARN service can be used to show all current warning conditions. When the condition
that caused the warning no longer exists, the following message is issued:

ccnnnll hh:mm:ss title(parm) NO LONGER > value

where:

ccnnnll Isthe same as the warning message |D number except a 1 replacesthe O in the
last digit and | replaces W. The 1 indicates the detected threshold no longer
exists. Thel indicates this message isinformational .

title |'s the same as the warning message title.

(parm) I's the same as the warning message parameter.

value Is the threshold value specified by the WVAL keyword of the SET request for

the monitor service.

For example, if the user request is.

LKREQ - IRLM LOCK REQUESTS

WVAL ==> 5

WMSG ==> WTO

INTERVAL ==> 00:01:00

TITLE ==> IRLM LOCK REQUESTS

and the sampled measurement is greater than 5 threads at 1:00 pm, the following RM0840W
message is issued:

RMO840W(01) 13:00:01 IRLM LOCK REQUESTS(TOTAL) = 7 (>5)
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When the condition no longer exists, the following RM08411 message is issued:
RM08411(01) 13:31:00 IRLM LOCK REQUESTS(TOTAL) NO LONGER > 5

Note: Thetarget system isidentified in these messages. Inthe Journal log, the target name
isintheorigin identifier field (scroll left to view). WTO messages have both the
BBI-SS PAS ID and the target (TGT=xxxx) appended at the end of the message text.

IMS Monitor Data Display Services
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The data collected by monitor service requests can be displayed online or the displays can be
logged for later analysis. They can be requested from an active timer request list (see the
chapter “Displaying a List of Active Timer Requests’ in Monitors and Traces Reference
Manual).

The monitor-collected data can be displayed by the following services:
« PLOT

The PLOT service provides a graphic display of the history data collected for one monitor
request. A range distribution of the measured values, the maximum value ever measured,
and rates-per-second present effective IMS problem analysis.

« DMON

The DMON service provides a scrollable display of the most current, active monitor
measurements. Each line has a simple graphic representation of how close the
measurement is to the defined warning threshol d.

DMON identifies potential problems quickly by showing several measurements together,
such as the number of transactions processed, the number of database I/Os, the level of P
engueues, and average response time. You also can use this service to see how many
monitors are close to their warning thresholds.

« DWARN

The DWARN service provides a scrollable display of current, measured values like
DMON, but only for monitors that have a warning condition resulting from measured
values exceeding user-defined threshol ds.

These displays are described in detail in the chapter called “Monitor Display Commands’ in
the MAINVIEW for IMS Online — Monitors and Traces Reference Manual.
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Workload Wait Events

The workload wait services collect and display workload wait events for all or specific IMS
workloads.

Asdescribed in Chapter 22, “ Requesting Workload Wait Data Collection (MWAIT)” on page
433, workload wait events are sampled by arequest for the MWAIT monitor. The request can
be tailored to select specific components of the IM S workload for accumulated wait time. For
example, the only workload components that use an IM S region are scheduling, application
program, and sync point. Input and output communication and queuing events are ignored
when a REGION parameter is specified.

The wait data accumulated by MWAIT isviewed by arequest for the DWAIT workload
analyzer. DWAIT shows the workload events that account for the IMS response time. As
described in Chapter 24, “DWAIT - Workload Wait Display” on page 445, DWAIT shows wait
events by the following transaction processing event components:

¢ Input Communications
¢ Input Queue

e Scheduling
¢ Application Program
e Sync Point

¢ Output Queue
e Output Communications

All or specific transaction processing event components can be viewed.

Workload Trace

The trace services collect and display trace data about transaction processing and allow traced
data to be logged to external VSAM data sets called trace log data sets (TLDS). Active traces
can be viewed online with the Current Traces application from the Primary Option Menu.
Logged traces can be viewed online with the History Traces application from the Primary
Option Menu.

The Event Collector must be active to implement atrace. As described in the MTRAC chapter
in Monitors and Traces Reference Manual, atraceisimplemented by arequest for the MTRAC
monitor. The request can be tailored so that only the trace data needed to detect and solve
problems is collected. The request can specify either asummary or detail trace.

The traced data collected by an MTRAC request can be viewed by requesting the LTRAC,
STRAC, or DTRAC services. Display of asummary trace (LTRAC or STRAC) provides high-
level quick answers about atransaction asit flows through IMS. Display of a detail trace
(DTRAC) provides achronological replay of the exact sequence of traced transaction events
and includes associated database I/O data and segment search argument, key feedback, and I/0
areadata. If atransaction has DB2, CICS, or MQSeries events associated with it, those events
are also displayed.
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Logging a Display

A display can belogged in three different data sets by:

e Enteringa for the yes option in the LOG field of the display, which records the display
inthe TS Image log.

»  Pressing the SCREEN PRINT key (PF4/16) after the display is shown, which records the
display to a BBISPRNT data set.

*  Reguesting automatic logging of an analyzer or monitor display service, which recordsthe
display automatically, without user interaction, to the BBI-SS PAS Image log.

DMON and DWARN display logging can also be requested for active monitors as described in
“Automatic BBI-SS PAS Image Logging of Monitor Summary Displays’ on page 61.

The log records can be printed offline using the IMRPRINT utility (BBSAMP member
ILOGJCL), as described in the MAINVIEW Administration Guide.

Automatic BBI-SS PAS Image Logging of Analyzer Displays

An Image log request can be made by selecting a data entry panel from an analyzer servicelist
with the | line command. The SET timer facility invokes an IMS analyzer service and logs the
display automatically to the BBI-SS PAS Image log at a user-specified interval. ATINTVL is
the default. For example:

SERV ==> SET
PARM ==> REQ=PI,1=00:05:00

requests Image logging of the program isolation display every five minutes. For a description
of the keywords used to activate an Image log request either with a SET request (seethe “SET
Timer Request” chapter in Monitors and Traces Reference Manual) or from the Image log
request data entry panel (see “ Start Image Log Request (I Line Command)” on page 71).

Automatic BBI-SS PAS Image Logging of PLOT Display
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Logging of amonitor PLOT display to the BBI-SS PAS Image log is coordinated
automatically by specifying aLOG parameter with a monitor request as described in the
chapter “Requesting a Monitor” in Monitors and Traces Reference Manual or with a SET
request as follows:

SERV ==>SET
PARM ==>REQ=HPSTL,1,1=00:01:00,L0OG=ATPD

This request invokes the HPSTL data collection monitor to collect the number of unsuccessful
Hiperspace reads for VSAM subpool 1 at one minute intervals. At the end of each complete
period (LOG=ATPD), whichis 10 intervals, a plot display of the dataislogged to the BBI-SS
PAS Image log. For thisrequest, aplot islogged every 10 minutes.

A convenient logging frequency for a complete monitor history is at the end of each period
(ATPD). A period isthe completion of 10 timeintervals. A PLOT display can also be logged
at each interval (LOG=ATINTVL), only once at the completion of the request (LOG=ATSTOP), or
only when awarning condition is detected (LOG=ATWARN).
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Automatic BBI-SS PAS Image Logging of Monitor Summary Displays

A summary of active monitor status can be logged to the Image log with DMON or DWARN,
as shown by the following requests which can be made from the SERV field of any display.

For example, this request logs the DMON service display, which shows the current status of
the first 15 active monitors, every 10 minutes:

SERV ==> SET
PARM ==> REQ=DMON, 1=00:10:00

The following request logs the DWARN service display, which shows the current status of the
first 15 active monitors with awarning condition, every minute:

SERV ==> SET
PARM ==> REQ=DWARN, 1=00:01:00

Thetable called “ SET Keywords Affecting Request Activation” in Monitors and Traces
Reference Manual describes the keywords used to request Image logging of aDMON or
DWARN display.

Note: If aparameter is not specified for a DMON or DWARN Image log request, the first
15 active monitors are logged. To log the next set of 15 active monitors, specify 16in
the PARM field, and so on.
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Request Status

The status of timer-driven regquests can be displayed by accessing the Active Timer Requests
application:

Select Primary Menu Option 2, MONITORS - Early Warnings/Recent History (Active
Timer Requests)

The Active Timer Requests application lists standard monitor service regquests and any
additional timer-driven data collection services and timer-driven Image logging requests. It
shows how many requests are active aready and provides direct access to the data collected by
that request. You can access data entry panels that allow current options to be viewed or
modified, purge an active request, or use areguest as amodel to start a new regquest.

The Display Statistics and Defaults application, Primary Menu Option 5 from the Primary
Option Menu, provides general information about the Timer Facility. It shows status
information, some statistics, default parametersin effect, and a summary of the active timer
requests for the BBI-SS PAS associated with the specified target  (TGT===>).

Grouping Requests
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Multiple timer-driven services can be started by defining a series of requests in a member of
the BBI-SS PAS BBPARM data set. The member can be started from a TS or automatically
when the BBI-SS PAS starts, as described in the “Request Initiation” section of the “SET
Timer Request” chapter in Monitors and Traces Reference Manual.

BBPARM member, BLKIMFW, contains a sample starter set of IMS Resource Monitor and
IMS Workload Monitor requests. Many of the requests have suggested warning thresholds;
some only show activity in the IMS target.

This member should be used for automatic monitor startup (see BBPARM member BBI1SP00)
until a set of monitors can be customized for each IMStarget at your site.
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Part 3. Analyzers

This section summarizes how to request a service and describes what each service does.
The service descriptions are organized into groups that parallel the transaction processing
sequence within IMS.

Chapter 6. Displaying a List of Analyzer Services(Menu Option1)................ 67
SORT Primary COmMmand. . . . ... oottt e e e e e e 68
AREA Primary Command . . . .. .o .ottt 69
Line CommandsS . . . ...ttt et 69
Start Image Log Request (I LineCommand) . . ...ttt 71
Chapter 7. Requestingan Analyzer Display . ............ i, 73
Selecting aService(s) for Display . ... 73
Logging an Analyzer Service Display . . . .. oot 74
Stopping an Analyzer ImageLogRequest. . . ... ..o 75
Qualifyingan Analyzer ReqUESt . ... ..ottt e 75
Chapter 8. Resource Analyzer Services (Quick Reference) ....................... 7
Chapter 9. Message Format ServiceDisplays. . ... 83
MFSST - MFS StaliStiCS. . . oo vttt et e e e e e e e e 83
MFSUT - MFS Pool Utilization. . .. ... e 87
Chapter 10. Queuing Displays . . .. ..ot e 89
QUEST - QUEUE SEatiStiCS . . . ot ittt e e et e e et e e e 89
Chapter 11. Scheduling Displays. . ... ... e 95
BALGQ -BALG QUEUING . . . o ettt ettt et e e et e et e e e e et 95
CLASQ -ClassS QUEUING . . ..t vttt et e e e et e e e e e 102
PSBUT, DMBUT - PSB and DMB Pool Utilization ..., 109
SCHED - Scheduling StatiStiCs . . . ..o v ettt e e 112
Chapter 12. Region Displays . . .. ..ot 115
DLIST - DL/ Call SEatUS . .. oo ettt e e e e e e e 118
DREGN - Region Detail (Event Collector Data) . .. ....ooveii e 125
DREGN - Region Detail (No Event CollectorData) ... ... ... 145
REGNS - IMS Regions (Event Collector Data) . . .. ... ..o i 164
REGNS - IMS Regions (No Event Collector Data) . ... ... ooi e i e 187
STAT/STATR - SYStEM SEAUS . . . . oo oottt e e e e et 206
Chapter 13. Database Displays. . . . ... ot e 215
DBST - OSAM Global Pool StatistiCs. . . ..ot 215
DBST - OSAM SUbpo0l SEaLIStICS .. .o ettt e 219
FPBST - Fast Path Buffer Pool Statistics ...t 223
VSST - VSAM Globa Pool StatistiCs . . ..o v vt 226
VSST - VSAM SUbpool StatistiCS . . ..ot 229
Chapter 14. IMSInternalsSDisplays ... ...t e 233
APPCA - APPC ACtiVIty SUMMAIY . ...t 233
APPCL - APPC LU SEaIUS. . . . o ottt ettt e ettt e e e e 242
DAPPC - Input Allocation DIireCtion . . . ... ..ot e 249
DAPPC - Output Allocation DIrection. . . . ... ..o e e 254
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DLTCH - Latch Detail . . ... ..o e 258

DPOOL - Detail Pool (Non-CBT FixedPool) ..........ccoiiiiiiii ... 262
DPOOL - Detail Pool (Non-CBT Variable Pool) . ... 268
LATCH - Latch SUMMary ... ... e e e 272
LOGST - LOg StatiStiCS. . . oottt ettt e e e e e 279
Pl - Program 1Solation . . . . . ..o 284
POOLC - Pool SUMMary (CBT) . ..o ettt 288
POOLS - Pool Summary (Non-CBT Variable and Fixed Pools). ... .................. 291
Chapter 15. OS/390 System Displays . . ... oo i 299
DSPST - Dispatcher StatistiCs . .. .o vt 299
RS-Real StOrage . . ..o 303
Chapter 16. IRLM Displays. . .. .o vt e e 307
IRLM - IRLM IMS Status (IRLM 1.5) ... i 307
IRLMG - IRLM GLOBAL STATUS(IRLM 15) ... i 313
LCRES - IRLM Lock Contention by Resource (IRLM 1.5) ........................ 321
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LHRES- IRLM LocksHeldby Resources(IRLM 1.5) . ..., 330
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LHUSR - IRLM LocksHeldby User (IRLM 2.1) ... 380
LUSRD - IRLM Lock User Detail (IRLM 2.1) . ...t 383
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Chapter 6. Displaying a List of Analyzer Services (Menu
Option 1)

Thisapplicationisascrollablelist of all the analyzer display servicesthat you are authorized to

view.

BMC SOFTWARE —-—————————— ANALYZER DISPLAY SERVICES ————————- PERFORMANCE MGMT

COMMAND ===> TGT ===> IMSA

COMMANDS: SORT, AREA

LC CMDS: S(SELECT), I(IMAGE LOGGING), H(HELP)

LC SERV  PARAMETER  TITLE PARM TYPE SEC AREA  STAT
DWAIT DISPLAY WORKLOAD WAIT (IDENTIFIER) A  IWKLD
DTRAC DISPLAY WORKLOAD TRACE (IDENTIFIER) A  IWKLD
TRANQ TRANSACTION QUEUE STATUS (IDENTIFIER) A  IWKLD
ISTAT TERMINAL INPUT STATUS (IDENTIFIER) A  IWKLD
OSTAT TERMINAL OUTPUT STATUS (IDENTIFIER) A  IWKLD
MFSST MFS STATISTICS A MFS
MFSUT MFS POOL UTILIZATION A MFS
QUEST QUEUE STATISTICS A QUEUE
CLASQ CLASS QUEUING (REGION#) A SCHED
BALGQ BALG QUEUING (REGION#) A SCHED
SCHED SCHEDULING STATISTICS A SCHED
PSBUT PSB POOL UTILIZATION (1TERATION#) A  SCHED
DMBUT DMB POOL UTILIZATION (ITERATION#) A  SCHED
REGNS IMS REGIONS (IDENTIFIER) A  REGN
DREGN DETAIL REGION SERVICE (REGION#) A REGN
REGND DETAIL REGION SERVICE (REGION#) A REGN

Figure 1. List Anayzer Display Services Application

It allows service selection by line command and shows the allowable parameters for each
service, the service security classification, the area of IMS being analyzed, and the service

status by:

Field Name Description

LC A line command input field. One-character line commands can be entered
in this field to execute a service and display the output, display a data
entry panel to define and submit a SET timer request for BBI-SS PAS
Image logging, or display HEL P information for the selected service (see
“Line Commands’ on page 69).

SERV A scrollablelist of all the analyzer services by service select code.

PARAMETER Aninput parameter field

TITLE The servicetitle.

PARM TYPE A short description of the parameters that can be used, if the service
allows parameters. Optional parameters are shown in parentheses.

SEC The security code for user access to the service.
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AREA The IMS resource area being analyzed. Thisfield could contain:

Field Data  Description

MFS Terminal 1/0
QUEUE IMS queuing
SCHED Scr_ledul ing of application programs in the dependent
region
REGN Application program activity in the dependent regions
DB Database activity and buffer pool utilization
INTNL IMS internal functions
IMVS IMS and OS/390 interactions
LOCK IRLM functions
IWKLD IMS workload
STAT The service status (LOCK or blank).

SORT Primary Command

When the list of analyzer display servicesis displayed initialy, thelist is sorted by an
internally defined sequence. SORT can be entered in the COMMAND field of the display to
sort the list by any of the following column headings. The first two characters of the column
heading are used with SORT asfollows:

SORT cc

where cc can be any of the following two characters:

SE Sortsthe list alphabetically by service name (SERV column).

TI Sortsthe list alphabetically by service title (TITLE column).

SC Sortsthelist aphabetically by security code (SEC column).

AR Sortsthe list alphabetically by the resource area (AREA column) and by service
name within the area (default).

ST Sortsthe list alphabetically by the service status displayed (STATUS column).

SORT with no parameters sorts the columns by area.
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AREA Primary Command

You can use the AREA command to list only the services related to a specific area. The
possible areas that can be specified are shown in the AREA column. For example, to list only
the IM S database services, typein the COMMAND field:

AREA DB

Type AREA without an area name to return to the list of all the services.

Line Commands

Entering one of the following one-character line commandsin the LC field for aservice
executes the line command function. Multiple line commands can be entered at one time and
are processed in sequence. Each display in a seriesis shown by pressing the END key. Each
Image log in a series is submitted by pressing the ENTER key and then the END key to
process the next request.

Line Command

S

Description

SELECT. Selects aresource or workload analyzer service for
execution and displays the output of the service analysisin the

service display panel.

Service Display Panel Input Fields

Additional service requests can be made in the following input
fields of the selected service display panel:

Input Field

SERV

PARM

INTVL

LOG

TGT

Description

The service select code of the selected
analyzer isshowninthisfield. Any of the
analyzer service select codes can be
entered in thisfield. Entering avalid
service select code requests the specified
service and shows the results of its
analysisin the display panel’s output data
lines (see the “Output Fields’ description
below). Pressing the END key redisplays
the Analyzer Display Serviceslist.

An optional parameter (maximum of 55
characters).

The screen refresh interval (3 second
default).

Writes the screen image to the Terminal
Session Image log (Y |N).

Thetarget IMSjob name or IMSID.
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SCROLL The scroll amount for lists of data, which
can be from the cursor position (CSR), a
specified number of lines, half a page (H),
apage (P), or the maximum list elements
(M). The scroll direction is determined by
the use of the UP (PF7/19) or DOWN
(PF8/20) key.

Service Display Panel Output Fields:

The output fields of the selected service display panel providethe
following information:

Output Field Description

INPUT|RUNNING  INPUT indicates the screenisin input
mode. RUNNING indicates the screenis
in refresh mode. The GO key (PF6/18)
changes input mode to refresh mode.
Pressing the ATTN key (SNA terminals)
or the PA1 key (non-SNA terminals)
changes refresh mode to input mode.

For information about the service refresh
cycle option, see the Using MAINVIEW

manual. refresh.
hh:mm:ss Timestamp.
Service Title The service description.
datalines The service analysis output. List datacan

be scrolled when it fills the screen.

Pressing the END key (PF3/15) redisplays the Analyzer Display
Serviceslist.

IMAGE LOGGING. Displays the data entry timer request panel
to specify when the service is to be invoked and the output isto
be automatically recorded in the BBI-SS PAS Image Log

(see “ Start Image Log Request (I Line Command)” on page 71).
A display islogged at the end of each interval.

HELP Displays HEL P information for this service. This shows
the servicetitle, gives ashort description, defines any parameters,
and describes all fields.

The following commands are for system programmer use and are restricted by a security

access code:

L

LOCK. Locksthis service. The service cannot be used again
until it is unlocked.

UNLOCK. Unlocks this service, which could be locked by the
use of the LOCK command or aservice ABEND.

TEST. BMC Software use only.
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Start Image Log Request (I Line Command)

This panel shows the options that can be specified to automatically invoke the selected
analyzer service and log the output to the BBI-SS PAS Image log. The input fields are prefixed
with a highlighted ===> symbol. Any default values for afield are displayed.

BMC SOFTWARE -----————--- START IMAGE LOGGING REQUEST ------- PERFORMANCE MG
COMMAND ===> TGT ===> IMSA

RGNP1 - REGION PROGRAM ISOLATION

PARM ===> (REGION#)
INTERVAL ===> 00:01:00 START ===> STOP ===> QIS ===> YES
RST ===> HOT (Restart Option: HOT,COLD,PUR,QIS)

Figure 2. Image Log Request Application

Each request must be unique and is defined by the service select code and an optional
parameter (reqid). The parameter is required if the same service is requested more than once.
The servicefield is preset with the code of the selected service.

You can enter:
INTERVAL Timeinterval when imagelogging of this serviceisto automatically occur.
QIS What the service isto do when IMSis not active:
YES Quiesce.
NO Continue running or start.
RST How serviceisto restart after quiesce:
COLD Restart automatically, deleting collected data.
HOT Restart automatically without data | oss.
PUR Purge automatically when IMS starts.
QIS Remain quiesced until purged by authorized user.
START Thetimeimagelogging isto startin hh-mm: ss.
STOP Thetimeimagelogging isto stop inhh:mm:ss.

For more information about these keywords, seethe“SET Timer Request” chapter in Monitors
and Traces Reference Manual.

The request is submitted when the ENTER key is pressed. A short message in the upper-right
corner of the display shows the result of the request. If an ERROR IN REQUEST messageis
displayed, a short explanatory message is displayed on the third line. Pressing the END key
(PF3/15) redisplays the Analyzer Display Serviceslist.
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Chapter 7. Requesting an Analyzer Display

You can issue requests to:

Access the analyzer displays easily through | SPF-like menus and scrollable lists

Move quickly from summary displays to detail displays or to related services (EXPAND)
View displaysthat are refreshed in a user-defined cycle

Invoke an analyzer display from an MAINVIEW AutoOPERATOR EXEC

Invoke a new display from the current display

Print a screen image automatically to the online BBI-SS PAS Image log, the TS Image
log, or your BBISPRNT data set

These display request and logging methods are described in the following sections.

Selecting a Service(s) for Display

You can request an analyzer display by:

Selecting one or more services from an analyzer service list

Use the S line command from the Analyzer Display Serviceslist application to select a
service (see Chapter 6, “Displaying aList of Analyzer Services (Menu Option 1)” on page
67).

EXPANDing from another display

For displays with <<EXPAND>>, move the cursor to arow or column in the display and
press ENTER to select:

— A related analyzer display
— More detailed information about a datarow in the display

For displays with an EXPAND: selection line, move the cursor to afield in the selection
line and press ENTER to select:

— A related analyzer display
— More detailed information for the first data row in the display
Setting up displays for timed, cyclic refresh

Select Option C, CY CLE SETUP, from the Primary Option Menu to set up a continuous
timed cycle of refreshable displays (see the Using MAINVIEW manual for more
information).

Chapter 7. Requesting an Analyzer Display 73



Invoking an analyzer display from an MAINVIEW AutoOPERATOR EXEC

Write an EXEC that invokes a resource analyzer service (MAINVIEW AutoOPERATOR
must be installed). Use the IMFEXEC IMFC command followed by the service name,
optional parameters, and an identifier for the target system; for example:

IMFEXEC IMFC TRANQ TARGET=IMS

The display datais returned in the predefined & LINEO4 - & LINE43 variablesto assist in
making informed automation decisions.

Invoking an analyzer display from a service display

When viewing any display, you can overtype the values in the SERV and PARM fieldsto
select any other display.

Logging an Analyzer Service Display

74

Service displays can be written to a data set for later viewing by:

Logging a screen image to your BBISPRNT data set
Press the PF4/16 key after the display is presented.
Logging adisplay image record to your TS Image log
Enter aY inthe LOG field of the display.

Logging adisplay image record automatically at timer-driven intervalsto your BBI-SS
PAS Image log

Usethe:

— Ilinecommand in thelist of Analyzer Display Services as described in Chapter ,
“Start Image Log Request (I Line Command)” on page 71

BBSAMP member SLOGJCL can be used to create a hardcopy of BBISPRNT. BBSAMP
member ILOGJCL can be used to create a hardcopy of the Image log records.

Note: BBISPRNT contains only screen images, while the Image log records contain the

complete data produced by the display request, even when the data has been produced
by scrolling through multiple screens.
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Stopping an Analyzer Image Log Request

BBI-SS PA S timer-driven Image log requests can be stopped by:
¢ Purging the request from the Active Timer list application

Use the P line command from the Active Timer list, as described in the chapter called
“Displaying a List of Active Timer Requests’ in Monitors and Traces Reference Manual.

» Using a SET request as described in Monitors and Traces Reference Manual

— Purgethe request

Issue a purge (PRG) with a SET request from the Service Display panel, BBPARM
(see “Grouping Requests’ on page 62), or an MAINVIEW AutoOPERATOR EXEC
IMFC command (MAINVIEW AutoOPERATOR must be installed); for example:

SET
PRG=reqid|]ALL

—  Stop the request automatically

Use the STOP or STOPCNT parameter with the SET request from the Service
Display panel or an MAINVIEW AutoOPERATOR EXEC; for example:

SET
REQ=TRANQ, I=00:05:00,START=24:00:00,STOP=06:00:00

Qualifying an Analyzer Request

Requests for multiple transactions or terminals with similar names can be made by using a+
or * character as aname qualifier. The* character isused generically and the + character is
used positionally. Asageneric resource name qualifier, the* cannot be followed by any other
character. Asapositional qualifier, the + must be repeated for every character to be replaced.

For example, selecting TRANQ (Primary Option Menu 1) and entering the following in the
PARM field:

PARM ==> START=PAY*,NONZERO

Isarequest to display transaction codes with one or more messages queued for processing and
to start with transaction codes that begin with PAY.

Entering the following in a service display panel:

SERV ==> TRANQ
PARM ==> TRAN=PA++T

Shows the transaction queue status of all transaction codes that begin with PA and end with T.
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Selecting OSTAT (Primary Option Menu 1) and entering the following in the PARM field of
the display:

PARM ==> LTERM=*,NONZERO

Shows all LTERMs with queued messages.

Quialifiers can be used when making workload status display requests with the following

parameters:

Parameter Status Display Service
LTERM | STAT, OSTAT

TRAN TRANQ
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Chapter 8.

Resource Analyzer Services (Quick Reference)

The following table is an alphabetical list of all the Resource Analyzer services and their
parameters, with page references to a more detailed description about their use. See Chapter 6,
“Displaying aList of Analyzer Services (Menu Option 1)” on page 67 for acomplete

description of the analyzer display services.

Table 3. Resource Analyzer Service Select Codes

Service Parameter See
Select Code
APPCA [,CLS=nnn “APPCA - APPC Activity Summary” on
,CONVID=hex page 233
,D=1]0
,LU=name
,Q>n
,RGN=nnn
, TR=trancode
,US=id
,XON
,S0=cc ]
APPCL [,D=1]0 “APPCL - APPC LU Status’ on page 242
,LU=name
,Q>n
,XON
,S0=cc ]
BALGQ [regionnum] “BALGQ - BALG Queuing” on page 95
CLASQ [regionnum] “CLASQ - Class Queuing” on page 102
DAPPC [,CONVID=hex] “DAPPC - Input Allocation Direction” on
page 249
“DAPPC - Output Allocation Direction” on
page 254
DBST “DBST - OSAM Global Pool Statistics’ on
page 215
DBST subpoolnum “DBST - OSAM Subpool Statistics” on
page 219
DLIST [regionnum] “DLIST - DL/I Call Status’ on page 118
DLTCH [genltch-id,H|W] “DLTCH - Latch Detail” on page 258
DMBUT [iteratnnum] “PSBUT, DMBUT - PSB and DMB Pool
Utilization” on page 109
DPOOL {poolname} “DPOOL - Detail Pool (Non-CBT Fixed
Pool)” on page 262
“DPOOL - Detail Pool (Non-CBT Variable
Pool)” on page 268
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Table 3. Resource Analyzer Service Select Codes (continued)

Service Parameter See

Select Code

DREGN [regionnum] “DREGN - Region Detail (Event Collector
Data)” on page 125
“DREGN - Region Detail (No Event
Collector Data)” on page 145

DSPST [regionnum] “DSPST - Dispatcher Statistics” on page
299

FPBST “FPBST - Fast Path Buffer Pool Statistics’
on page 223

IRLM “IRLM - IRLM IMS Status (IRLM 1.5)" on
page 307

IRLM “IRLM - IRLM IMS Status (IRLM 2.1 and
Later)” on page 347

IRLMG “IRLMG - IRLM GLOBAL STATUS
(IRLM 1.5)" on page 313

IRLMG “IRLMG - IRLM GLOBAL STATUS
(IRLM 2.1 and Later)” on page 353

LATCH [SORT|S0] “LATCH - Latch Summary” on page 272

LCRES “LCRES- IRLM Lock Contention by
Resource (IRLM 1.5)” on page 321

LCUSR “LCUSR - IRLM Lock Contention by User
(IRLM 1.5)" on page 328

LHRES “LHRES - IRLM Locks Held by Resources
(IRLM 1.5)" on page 330

LHUSR “LHUSR - IRLM Locks Held by User
(IRLM 1.5)" on page 337

LCRES “LCRES- IRLM Lock Contention by
Resource (IRLM 2.1)" on page 362

LCUSR “LCUSR - IRLM Lock Contention by User
(IRLM 2.1)" on page 370

LHRES “LHRES - IRLM Locks Held by Resources
(IRLM 2.1)" on page 372

LHUSR “LHUSR - IRLM Locks Held by User
(IRLM 2.1)" on page 380

LOGST “LOGST - Log Statistics’ on page 279

LUSRD [regionnum] “LUSRD - IRLM Lock User Detail (IRLM
1.5)” on page 339

MFSST “MFSST - MFS Statistics” on page 83
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Table 3. Resource Analyzer Service Select Codes (continued)

Service Parameter See

Select Code

MFSUT [iteratnnum] “MFSUT - MFS Pool Utilization” on page
87

PI [regionnum] “PI - Program Isolation” on page 284

POOLC [poolid] “POOLC - Pool Summary (CBT)” on page
288

POOLS [TYPE=ALL|VAR|FIX] | “POOLS- Pool Summary (Non-CBT
Variable and Fixed Pools)” on page 291

PSBUT [iteratnnum|CSA] “PSBUT, DMBUT - PSB and DMB Pool
Utilization” on page 109

QUEST “QUEST - Queue Statistics’ on page 89
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Table 3. Resource Analyzer Service Select Codes (continued)

,AC=nnn] (nnn, ..)
» AGN=XXXXXXXX
,CK<nnn|>nnn]=nnn
when “dbctlugr*
delete

,Cl=nnn

,C2=nnn

,C3=nnn

,C4=nnn
,CLA=nnn|(nnn, ..)
,CN<nnn|>nnn|=nnn
,D2<nnn|>nnn|=nnn
,DD<nnn|>nnn]=nnn
,DL<nnn|>nnn]=nnn
,DT<nnn|>nnn]=nnn
,DY<nnn|>nnn|=nnn
,GN<nnn|>nnn|=nnn
,GU<nnn|>nnn|=nnn
,HN<nnn|>nnn]=nnn
,HU<nnn|>nnn]=nnn
, 10<nnn|>nnn]=nnn
, ID<nnn|>nnn|=nnn
, IS<nnn|>nnn|=nnn
, 12<nnn|>nnn|=nnn
,LO<nnnn|>nnnn|=n
nnn

» LTEXXXXXXXX
,MD<nnn|>nnn|=nnn
,MG<nnn|>nnn|=nnn
,MI<nnn|>nnn|=nnn
,MP<nnn|>nnn]=nnn
» NA=XXXXXXXX

,NI
,OP<nnn|>nnn|=nnn
,0T<nnn|>nnn|=nnn
,PL<nnnn|>nnnn|=n
nnn

» PS=XXXXXXXX
,QU<nnn|>nnn]=nnn
,RE<NNn|>nnn|=nnn
,SE<nnn|>nnn|=nnn
,S0=cc
,SQ<nnnn|>nnnn|=n
nnn

» STEXXXXXXXX
,TO<NNn|>nnn|=nnn
,T2<nnn|>nnn|=nnn
, TREXXXXXXXX

, TE<nnn|>nnn]=nnn
» TY=XXX
,U2<nnn|>nnn]=nnn
, US=XXXXXXXX
,V=SM|DLI|DB2]

Service Par ameter See
Select Code
REGNS [,#D<nnn|>nnn|=nnn | “REGNS- IMS Regions (No Event

Collector Data)” on page 187
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Table 3. Resource Analyzer Service Select Codes (continued)

Service Parameter See
Select Code
REGNS [,AC=nnn](nnn, ..) “REGNS - IMS Regions (No Event
» AGN=XXXXXXXX Collector Data)” on page 187
,C1=nnn
,C2=nnn
,C3=nnn
,C4=nnn
,CLA=nnn|(nnn, ..)
,DL<nnn|>nnn]=nnn
,DT<nnn|>nnn]=nnn
,EL<nnn|>nnn]=nnn
,FP<nnn|>nnn|=nnn
,GN<nnn|>nnn|=nnn
,GU<nnn|>nnn|=nnn
,HN<nnn|>nnn]=nnn
,HU<nnn|>nnn]=nnn
, ID<nnn|>nnn]=nnn
, IS<nnn|>nnn|=nnn
,LO<nnnn|>nnnn|=n
nnn
» LT=XXXXXXXX
,MD<nnn|>nnn]=nnn
,MG<nnn|>nnn]=nnn
,MI<nnn|>nnn|=nnn
,MP<nnn|>nnn|=nnn
» NASXXXXX XXX
,NI
,PR<nnnn|>nnnn|=n
nnn
, PS=XXXXXXXX
,QU<nnn|>nnn|=nnn
,RE<Nnn|>nnn|=nnn
,S0=cc
» STEXXXXXXXX
, TO<nnn|>nnn]=nnn
, TREXXXXXXXX
, TY=XXX
, US=XXXXX XXX
,V=SM|DLI|DB2]
RS [regionnum] “RS - Real Storage” on page 303
SCHED [regionnum] “SCHED - Scheduling Statistics” on page
112
STAT/ [regionnum] “STAT/STATR - System Status’ on page
STATR 206
VSST “VSST - VSAM Global Pool Statistics’ on
page 226
VSST subpoolnum “VSST - VSAM Subpool Statistics’” on

page 229
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Chapter 9. Message Format Service Displays

This chapter describes the displays that show resource status, activity, and performance as
transactions are entered from user terminals and are mapped to internal message formats by
MFS.

MFSST - MFS Statistics

BMC SOFTWARE
SERV ==> MFSST
PARM ==>
MFS POOL SPACE
49,152 TOTAL POOL SPACE
47,696 DYNAMIC POOL SPACE

INPUT

MFS STATISTICS
12:40:46

——————————— PERFORMANCE MGMT
INTVL=> 3 LOG=> N TGT==> IMSxxx
SCROLL=> N/A
MFS DATA SET
DEVICE VOLUME USE RES SHR
3390 BAB309 PRI PRM SHR

DEVN
835E

30 STATIC FRE(S)

391
898

PRE-FETCH REQUEST(S)
IMMEDIATE REQUEST(S)

0 BLOCK(S) WASHED FOR FRE

26 STATIC FRE(S) ASSIGNED
1 STATIC FRE(S) ACTIVE

MFS REQUEST STATISTICS

234 PRE-FETCH REQUEST(S) IGNORED
0 FREE BLOCK REQUEST(S) IGNORED

652 FREE BLOCK REQUEST(S)

25 DIRECTORY READ(S)
19 IMMEDIATE BLOCK READ(S)

0 $$IMSDIR ENTRY(IES)
6 REQUEST(S) WITHOUT DIRECTORY ENTRY
0 1/0 ERROR(S) POINT OR READ

- - - REQUESTS - - - - - - FRE LOCATED ON - - - - -
TYPE NUMBER IMMEDIATE QUEUE FREE BLOCK QUEUE
PRE-FETCH 391 0o 0% 207  53%
IMMEDIATE 898 64 7% 762 85%
FREE BLOCK 652 652 100%

Description: This display shows the current MFS configuration and MFS activity
statistics since IMS restart. These counters are incremented by MFS
when measured events occur.

Select Code: MFSST

Parameter: None

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1

MFS POOL SPACE
49,152 TOTAL POOL SPACE
47,696 DYNAMIC POOL SPACE

This area shows total MFS pool space and the dynamic MFS pool space. The descriptions are
arranged in a phabetical order.

DYNAMIC POOL SPACE
Pool space available for format blocks.

Chapter 9. Message Format Service Displays 83




84

TOTAL POOL SPACE
The DYNAMIC POOL SPACE plus the overhead space required by directory
blocks, FREs, statistics counters, in-core directory entries, and the like.

Area 2

MFS DATA SET
DEVICE VOLUME USE RES SHR DEVN
3390 BAB309 PRI PRM SHR  835E

This area displays information about the first extent of the MFS data set. The descriptions are
arranged in a phabetical order.

DEVICE
The device type on which the MFS data set is stored. If ?DEVT? appears, it
indicates an unknown DASD device type. If 2UNIT? appears, it indicates an
unsupported device type. BMC Software should be contacted to include these

device types.

DEVN
The address of the volume containing the MFS data set.

RES
Theresidency status of the volume containing the MFS dataset. RES canbe SYS
(system resident), PRM (permanently resident), RSV (reserved), or RMV
(removable).

SHR
Whether the MFS data set is on shared DASD. The columnisblank if it isnot and
SHRfitis.

USE
The USE attribute. USE can be either PRI (private), PUB (public), or STO
(storage).

VOLUME
The name of the volume containing the MFS data set.

Area 3
30 STATIC FRE(S) 26 STATIC FRE(S) ASSIGNED

0 BLOCK(S) WASHED FOR FRE 1 STATIC FRE(S) ACTIVE

This area shows the existing allocation of fetch request elements (FRES). The descriptions are
arranged in alphabetical order.

BLOCKS WASHED FOR FRE
The number of times since IMS restart that an MFS block was washed from the
dynamic pool to release an FRE.

STATIC FRE(S)
The total number of FREs, defined at IMS restart.
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STATIC FRE(S) ACTIVE
The number of assigned FRES being actively used, either prefetch or immediate.

STATIC FRE(S) ASSIGNED
The number of FRES actually assigned to controlling a block.

Area 4
MFS REQUEST STATISTICS
391 PRE-FETCH REQUEST(S) 234 PRE-FETCH REQUEST(S) IGNORED
898 IMMEDIATE REQUEST(S) 0 FREE BLOCK REQUEST(S) IGNORED
652 FREE BLOCK REQUEST(S)

This areashowsthe MFS request statistics accumulated since IM Srestart. The descriptions are
arranged in a phabetical order.

FREE BLOCK REQUEST(S)
The number of times that the MFS pool handler isinformed that aformat block is
no longer actively being referenced and is now a candidate for being washed from
the pool if space is needed for another request.

FREE BLOCK REQUEST(S) IGNORED
The number of times that a free block request has been ignored because of IMS
internal problems.

IMMEDIATE REQUEST(S)
The actual need for ablock. If the requested block isin the pool, processing
continues. If it isnot, space must be obtained in the pool and the block must be
located and read into the pool from the MFS data set.

PRE-FETCH REQUEST(S)
Requests that anticipate future needs for particular format blocks.

PRE-FETCH REQUEST(S) IGNORED
Prefetch requests are not required to continue processing and can be ignored by
MFS. For example, this counter isincremented when the prefetch request is
ignored because no FRE is available. In this case, the prefetch request count is
currently not being incremented, causing an apparent imbal ance between these two
values. Thiscounter is also incremented when PRE-FETCH is turned off.

Area 5

25 DIRECTORY READ(S) 0 $$IMSDIR ENTRY(IES)
19 IMMEDIATE BLOCK READ(S) 6 REQUEST(S) WITHOUT DIRECTORY ENTRY
0 1/0 ERROR(S) POINT OR READ

This area showsthe physical 1/0 required for request processing. The descriptions are arranged
in aphabetical order.

$SIMSDIR ENTRIES
The number of entriesin the MFS in-core format index.

DIRECTORY READS
The number of directory reads.
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IMMEDIATE BLOCK READ(S)
The number of immediate block reads.

[/0 ERROR(S) POINT OR READ
The number of 1/O errors.

REQUEST(S) WITHOUT DIRECTORY ENTRY
The number of invalid format requests.

Area 6

- - - REQUESTS - - - - - - - - FRE LOCATED ON - - - - -
TYPE NUMBER IMMEDIATE QUEUE FREE BLOCK QUEUE

PRE-FETCH 391 0 0% 207 53%

IMMEDIATE 898 64 7% 762 85%

FREE BLOCK 652 652 100%

This area contains counters, in a matrix format, that are incremented when an FRE is found on
any of theinternal MFS queues. Each row illustrates a different request type and each column
represents a different queue on which the FRE was found.

The descriptions are arranged in alphabetical order.

FREE BLOCK
Free block requests.

FREE BLOCK QUEUE
The free block queue consists of blocks still in the pool, but not currently being
used. Theactual count and the percentage of requestslocated in this queue for each
request type are displayed.

IMMEDIATE
Immediate requests.

IMMEDIATE QUEUE
The immediate queue consists of blocks already in the pool or requests that a block
be loaded into the pool immediately. The actual count and the percentage of
reguests located in this queue for each request type are displayed.

NUMBER
The actual count of the request type.

PRE-FETCH
Pre-fetch requests.
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MFSUT - MFS Pool Utilization

——————————— MFS POOL UTILIZATION ---------- PERFORMANCE MGMT

MFS BLOCK SPACE MFS FREE SPACE
BLOCKS MINIMUM AVERAGE MAXIMUM TOTAL BLOCKS MINIMUM AVERAGE MAXIMUM TOTAL

621 5,512 60,264 42 8 193 1,336 8,128
-- SIMULATED RELEASE --
622 5,512 59,160 42 8 219 1,368 9,232
622 5,512 58,528 42 8 234 2,000 9,864
604 5,512 52,592 41 16 385 3,504 15,800
521 3,565 42,752 41 16 625 5,608 25,640
520 3,656 42,176 40 16 655 7,520 26,216
431 2,752 33,648 39 16 890 7,912 34,744
375 2,248 24,056 40 16 1,108 11,464 44,336
354 2,248 22,008 41 16 1,131 12,888 46,384
464 2,248 7,432 15 64 4,064 14,232 60,960
456 2,248 5,936 12 64 5,204 21,528 62,456
599 2,248 4,792 8 64 7,950 24,808 63,600
652 2,248 2,608 5 64 13,156 49,952 65,784
,176 2,248 2,352 3 64 22,013 58,056 66,040

INPUT  13:21:09 [INTVL=> 3 LOG=> N  TGT==> IMSXxX
SCROLL => N/A

-- CURRENT VALUES --

BMC SOFTWARE -——--
SERV ==> MFSUT
PARM ==>

97 64
95 64
94 64
87 64
82 64
81 64
78 64
64 72
62 72
16 104
13 104
8 104
4 104
2 104

Description:

Select Code:

Parameter:

Field Descriptions:

Thisdisplay showsthe current status of the MFS pool: the number of
resident blocks, the remaining free space and the fragmentation. The
MFS pool is managed by the |east-recently-referenced method.

CURRENT VALUES
Thisline shows the current status of the pool.

SIMULATED RELEASE
Each line shows the results of a simulated iteration of the
space release algorithm that is used by IM S to free space for
anew block. The number of iteration lines displayed
depends on the parameter option chosen.

MFSUT
Enter O to display every iteration of the space release algorithm.

Enter 1 or blank (no entry) to display each iteration that causes an
increase in the size of the maximum free space.

Enter 2 through 9 to display every second to ninth increase in
maximum free space.

Following are the field descriptions by “MFS BLOCK SPACE”

grouping and “MFS FREE SPACE” grouping. The descriptions are
arranged al phabetically within their group:
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MFSBLOCK SPACE

AVERAGE The average block length.

BLOCKS The number of allocated blocks.

MAXIMUM The length of the largest allocated block.

MINIMUM The length of the smallest allocated block.

TOTAL Thetotal length of all allocated blocks.

MFSFREE SPACE

AVERAGE The average length of the free spaces in the pool.

BLOCKS The number of free spacesin the pool.

MAXIMUM The length of the largest free space in the pool.

MINIMUM The length of the smallest free space in the pool (indicative of

fragmentation).

TOTAL Thetotal length of all free spacesin the pool.

If lessthan 18 lines appear, the last line shows the total blocksthat are still
in use and cannot be released. Therefore, the free space is the maximum
available at this point.
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Chapter 10. Queuing Displays

This chapter describes the displays that show resource status, activity, and performance as

transactions are queued for processing.

QUEST - Queue Statistics

BMC SOFTWARE ————————mmmmmm QUEUE STATISTICS ——————————- PERFORMANCE MGMT
SERV ==> QUEST INPUT 13:21:09 INTVL=> 3 LOG=> N TGT==> [IMSA
PARM ==> SCROLL => N/A
QUEUE POOL NUM QUEUE DATA SETS
SIZE BUFFERS DD DS BLKSIZE LRECL DEV ~ VOLUME USE RES SHR DEVN
192,512 80 QBLKS 1 2,496 48 3380 BBSYSO PRI PRM SHR 01A0
SHORT 10 2,496 192 3380 BBSYSO PRI PRM SHR 01A0
LONG 8 2,496 2,496 3380 BBSYSO PRI PRM SHR 01A0
QUEUE MANAGER REQUESTS
101,123 TOTAL REQUESTS 13,340 ENQUEUES
2,940 DEQUEUE/DELETES
371 REPOSITIONS 1,379 CANCELS
QUEUE BUFFER MANAGER REQUESTS
52,878 LOCATES 23,114 RELEASES
140,725 LOCATE & ALTERS 8 PURGES
62,855 TRANSLATIONS
13,947 READS 0 WAITS FOR AN AVAILABLE BUFFER
10,801 WRITES - TOTAL 115 WAITS FOR OTHER DECB TO READ
349 WRITES - PURGE 130 WAITS FOR OTHER DECB TO WRITE
42 WAITS FOR PURGE
123 PCBS UNCHAINED 0 WAITS FOR BUFFER ENQ/DEQ
Description: Displays the configuration of the queue data sets, the queue pool, and
statistics maintained by the IM S queuing routines since restart.
Select Code: QUEST
Parameter: None

Field Descriptions:

Each of the fields is shown and described below by display area.

Area 1

NUM
DD DS BLKSIZE LRECL DEV  VOLUME USE RES SHR DEVN
QBLKS 1 2,496 48 3380 BBSYSO PRI PRM SHR 01AO0
SHORT 10 2,496 192 3380 BBSYSO PRI PRM SHR 01A0
LONG 8 2,496 2,496 3380 BBSYSO PRI PRM SHR 01A0

QUEUE DATA SETS

This area describes the placement of the three queue data sets. The descriptionsare arranged in

alphabetical order.

BLKSIZE

Block size of the queue data sets.
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DD
Name of the queue type.

LRECL
Logical record length of the queue data sets.

Thefollowing columnsin Area 1 represent the information for the first data set of aqueue type
when more than one data set is defined for that queue type:

DEV
The device type where the queue data set is stored. If ?DEVT? appears, it indicates
an unknown DASD device type. If 2UNIT? appears, it indicates an unsupported
device type. BMC Software should be contacted to include these device types.

DEVN
The device number of the volume containing the queue data set.

NUM DS
Number of data sets defined for this queue type. This number is 1 for aQBLKS
data set and can be up to 10 for short or long message queue data sets.

RES
Theresidency status of the volume containing the queue data set. RES canbe SYS
(system resident), PRM (permanently resident), RSV (reserved), or RMV
(removable).

SHR
Whether the queue data set is on shared DASD. The columnisblank if itisnot and
SHRfitis.

VOLUME
The name of the volume containing the queue data set.

USE
The USE attribute. USE can be PRI (private), PUB (public), or STO (storage).

Area 2
QUEUE POOL
SIZE BUFFERS
192,512 80

This area shows queue buffer size and availability. The descriptions are arranged in
alphabetical order.

BUFFERS
The number of queue buffers available for use by the IMS queuing routines.

SIZE
Thetotal size of the queue pool.
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Area 3

QUEUE MANAGER REQUESTS

101,123 TOTAL REQUESTS 13,340 ENQUEUES
2,940 DEQUEUE/DELETES
371 REPOSITIONS 1,379 CANCELS

This area shows the number of queue manager requests and the required action. The
descriptions are arranged in al phabetical order.

CANCELS
Used to complete a series of calls and to inform the queue manager that the
message is no longer needed and must be removed without enqueuing.

DEQUEUE/DELETES
Informs queue manager that one or more enqueued messages are no longer needed
and must be removed from the queues.

ENQUEUES
Completes a series of calls and informs the queue manager that the message isto be
engueued on the destination.

REPOSITIONS
Requests to relocate a previously examined message segment.

TOTAL REQUESTS
The total requests to the queue manager and several particular types of calls.

Area 4
QUEUE BUFFER MANAGER REQUESTS
52,878 LOCATES 23,114 RELEASES
140,725 LOCATE & ALTERS 8 PURGES
62,855 TRANSLATIONS

This area shows the number of queue manager calls to the queue buffer manager.
The descriptions are arranged in alphabetical order.

LOCATES
Number of callsto locate alogical record in a queue data set. Thisis always
performed in anticipation of record retrieval.

LOCATE & ALTERS
Number of callsto locate and alter arecord in a queue data set. Thisis done when a
logical record isto be either allocated or modified.

PURGES
Number of purge requests. This causes all altered buffers to be written to their
corresponding data set. Thisis performed for system checkpoint processing.

RELEASES
Number of queue data set record releases performed after message dequeue.

TRANSLATIONS
Number of main storage address to DRRN (data set location) translations.
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Area 5
13,947 READS
10,801 WRITES - TOTAL
349 WRITES - PURGE

123 PCBS UNCHAINED

This area shows the amount of physical 1/0 activity generated by queuing. Activity to al three
gueue manager data setsis represented.

The descriptions are arranged in alphabetical order.

PCBS UNCHAINED
The number of program (communication queue manager) PCBs that lost position
because the queue buffer containing the message segment was written out. A queue
manager reposition request must be issued before the transaction can continue.

—— Tuning Tip

If this number is excessive, performance may be enhanced by increasing the queue pool
size.

READS
Total number of reads.

WRITES-PURGE
Number of writes for purge processing during checkpointing.

—— Tuning Tip

The difference between number of total writes and the number of writes for purge
processing is the number of writes to make spacein the pool. If this number is excessive,
performance may be enhanced by increasing the queue pool size.

WRITES-TOTAL
Total number of writes.

Area 6

0 WAITS FOR AN AVAILABLE BUFFER
115 WAITS FOR OTHER DECB TO READ
130 WAITS FOR OTHER DECB TO WRITE

42 WAITS FOR PURGE
0 WAITS FOR BUFFER ENQ/DEQ

This area shows an analysis of some of the waits that can occur in queuing. The descriptions
are arranged in alphabetical order.

WAITS FOR AN AVAILABLE BUFFER
Number of waits for an available buffer.

WAITS FOR BUFFER ENQ/DEQ
Number of waits for buffer enqueues and dequeues.
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WAITS FOR OTHER DECB TO READ
Number of waits for another DECB to read this buffer.

WAITS FOR OTHER DECB TO WRITE
Number of waits for another DECB to write this buffer.

WAITS FOR PURGE
Number of waits for purge.
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Chapter 11. Scheduling Displays

This chapter describes the displays that show resource status, activity, and performance as
programs are scheduled in the dependent regions to process transactions.

BALGQ - BALG Queuing

FrAAXAREGION SUMMARY**xx*

PERFORMANCE MGMT

SCROLL => N/A

BMC SOFTWARE =~ ——-———mmmmmmmmm e BALGQ QUEUING —---mmmmmmmmmmm
SERV ==> BALGQ INPUT  13:21:09 INTVL=> 3 LOG=> N
PARM ==> <<EXPAND>>
ka3 kQUEUING  SUMMARY *%sx
PROGRAM DBFSAMP3
QUEUED TRANSACTIONS 0
NUMBER OF REGIONS 1

REGION 1 2 3 4 5
TYPE MPP  M-WFI MPP MPP MDP
STATUS IDLE IDLE IDLE IDLE IDLE
PROGRAM PHDAMINQ DBFSAMP3
CLASS

ENQ TIM

LTERM

PSB SIZ 1,464 1,392
QUEUED 0 0
TOT DEQ 264 0

ELAPSED 00:42:46 00:42:44 00:05:55 00:42:28 00:05:56

Description:

Select Code:

Parameter:

This display presents an overview of the current status of transaction
queuing and processing for Fast Path Balancing Groups (BALGs). Up to
12 BALGs can be displayed. If more than 12 are defined, the totals for all
additional BALGs are combined with BALG number 12.

BALGQ
Region number
The parameter can be specified as:

Single Parameter:
If only one number is entered, it is used as the starting point of a
sequential list of regions. If no parameter is entered, it defaults to
the first region.

For example, if regions 1, 2, 3, 5, 6, 7, 8, 9 are activein IMS and
you enter:

BALGQ
6

aregion summary of the active regionsis displayed in this order:

67891235
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Ordered List of Regions:
Regions are listed in the order in which they are to be displayed.

e Individually, separated by commas
e Asarange, separated by a dash
e A combination of the two above

For example, if regions 1, 2, 3, 5, 6, 7, 8, 9 are activein IMS and
you enter:

BALGQ
5,2,8-1

aregion summary of the active regionsis displayed in this order:
52891

If the starting and ending range are the same, only oneregionis
displayed.

If the ending range is less than the starting range, the list wraps
back to region 1 after displaying the highest active region.

Non-Idle Region Specification:
A zerointhelist of regions causes only the non-idle regionsto be
displayed.

For example, if regions 1, 2, 3, 5, 6, 7, 8, 9 are activein IMS and
only regions 4 and 5 are processing transactions, and you enter:

BALGQ
0,2-4,1,5

aregion summary of the active regionsis displayed in this order:
4 5
Expand: The DLIST service showing DL/I call details can be invoked for a
particular region through cursor selection. Move the cursor to the column
that describes the desired region and press ENTER. If the cursor isnot in
one of the eight columns that pertainsto a region, an error message is

returned. Usethe END PF key to return to the BALGQ display.

DLIST displaysthe data from the system at the time it isinvoked; it is not
synchronized with the BALGQ display.

Field Descriptions: Each of the fields is shown and described below by display area.
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Area 1

FxAAXQUEUEING SUMMARY>***>*

PROGRAM DBFSAMP3
QUEUED TRANSACTIONS 0
NUMBER OF REGIONS 1

This area shows the status of transaction queuing. The descriptions are arranged in a phabetical
order.

NUMBER OF REGIONS
The number of message-driven Fast Path regions processing that BALG.

PROGRAM
The program name linked to that BALG.

QUEUED TRANSACTIONS
The number of transactions queued to that BALG.

Area 2

FHFFAFREGION SUMMARY >

REGI0N 1 2 3 4 5
TYPE MPP  M-WFI MPP MPP MDP
STATUS IDLE IDLE IDLE IDLE IDLE
PROGRAM PHDAMINQ DBFSAMP3
CLASS 1

ENQ TIM

LTERM

PSB S1Z 1,464 1,392
QUEUED 0 0
TOT DEQ 264 0

ELAPSED 00:42:46 00:42:44 00:05:55 00:42:28 00:05:56

This area shows which transactions are currently being processed in the message regions and
whether more are queued. If the status of aregion isIDLE, no input belonging to any of its
defined classes or its BALG is available.

The descriptions are arranged in alphabetical order.

CLASS

The current class for non-Fast Path regions and the transaction routing code for Fast
Path regions.

ELAPSED
The elapsed time the region has been active (current time - region start time)
expressed in hours, minutes and seconds (hh:mm:ss).

ENQ TIME
Time when the transaction currently being processed was submitted in hh:mm:ss.

Note: Thisisthetime of the originating terminal input transaction for message
switches.
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LTERM

LTERM name of theterminal where the transaction being processed was submitted.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)

PROGRAM
PSB name of the application program currently being processed.

PSB SIZE

QUEUED

REGION

STATUS

The total spacein bytes used by this program in the PSB pool. This may include
the size of the PSB (if not resident), the intent list (if not resident), and a copy of the
PDIR (PSB directory entry) if needed for parallel scheduling. If the PSB isresident
and not parallel scheduled, this value is zero.

Note: Thisvalueincludes the size of the PSB in the CSA pool.

Number of currently queued input messages with this transaction code. For an
MDP (message-driven program), the number of messages queued on thisregion’s
BALG. (Thisfield does not apply to DBCTL threads, region types DBT and

ODB.)

Region identifier assigned to thisregion by IMS.

Region status:

ACTIVE
ACTV-BKO
ACTV-DB2
ACTV-DBR
ACTV-DLI
ACTV-MQS
ACTV-SCH
ACTV-USR
IDLE
IDLE-HOT
IDLE-WF
INACTIVE

Active in a nonspecific process.

Region in dynamic backout.

Activein DB2 (Event Collector must be active).

Region activein DBRC.

Region activein DL/I.

Region activein MQSeries (Event Callector must be active).
Region active in nonspecific CREATE THREAD process.
Region active in the application program.

Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same transaction.
Region waiting for WFI or Fast Path BALG input to process.

Region defined but not started (not yet signed on).

Theregion has initialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completesthe first CREATE THREAD.
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OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT
WAIT-AQI

WAIT-BKO
WAIT-BLKM
WAIT-BML

WAIT-DLI
WAIT-INT
WAITING
WLT-xxxx

WT-CMDP

WT-DBRC
WT-DMBP
WT-EPCB
WT-IRLM
WT-ISWCH
WT-NTFY

WT-OSAM
WT-PI
WT-PSBP
WT-PSBW
WT-SCHD
WT-VSAM

Region in first CREATE THREAD process.
Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).
Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with the
wait option and DFSAOEQOQ has no message to return to it at that
time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

The block mover latch comprises several smaller latches. Usethe
LATCH service to determine which BML latch aregionis
waiting for.

Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.

Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.
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WTF-ADSC

WTF-AREA
WTF-DEDB
WTF-DMSH
WTF-DMSY

WTF-FBFR
WTF-FCMD

WTF-MSDB
WTF-OBA
WTF-OCL
WTF-RSL
WTF-SEG
WTF-SYNC

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that iswaiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
information about data capture exits, see the IBM System Administration
Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.

TOT DEQ

The total number of messages with this transaction code processed since the last
IMS cold start. For MDPs, the number of messages dequeued off thisregion’s
BALG. (Thisfield does not apply to DBCTL threads, region types DBT and

ODB.)

Note:  This counter wraps to zero after reaching 32K.
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TYPE

Type of region processing the transaction:

BMI

BMO

BMP
BMW
DBT
FPU
JBP
JMI

MO

JMP
MW
MDP
MPI

MPO
MPP

MPW
NDP

ODB

TPI

Batch message processing region currently executing an implicit
APPC/IMS transaction.

Batch message processing region currently executing an OTMA
transaction.

Batch message processing region.
Wait-for-input BMP.

DBCTL CICS thread.

Fast Path utility region.

Java batch message processing region.

Java message processing region currently executing an implicit
APPC/IMS transaction.

Java message processing region currently executing an OTMA
transaction.

Java message processing region.
Wait-for-input IMP.
M essage-driven Fast Path region.

M essage processing region currently executing an implicit
APPC/IMS transaction.

M essage processing region currently executing an OTMA transaction.
M essage processing region.

Wait-for-input MPP.

Non-message-driven Fast Path region.

DBCTL ODBA thread.

Message processing region currently executing an explicit CPI-C
program.
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CLASQ - Class Queuing

BMC SOFTWARE -------————————- CLASS QUEUING ---—--——————- PERFORMANCE MGMT
SERV ==> CLASQ INPUT  13:21:09 INTVL=> 3 LOG=> N TGT==> IMSxxx
PARM ==> <<EXPAND>>  SCROLL => N/A
FAAXXXQUEUING SUMMARY > *x*

CLASS 001 002 003 004 005 006 007 008 009 010
QUEUED TRANSACTIONS 0 75 2 9 1 1 5 23 0 0
SCHEDULABLE 0o 0 2 9 1 1 5 15 0 0
TRANSACTION CODES 0 0 1 3 1 1 2 1 0 0

CLASS 011 012 013 014 015 016 017 018 019 020
QUEUED TRANSACTIONS O 75 2 9 1 1 5 23 0 O
SCHEDULABLE 0 0 2 9 1 1 5 15 0 0
TRANSACTION CODES o o 1 3 1 1 2 1 0 O©
FAAXXAREGION SUMMARY > **xx
REGION 1 2 3 4 5 6
TYPE BMP-WFI  BMP-WFI MPP MPP MPP BMP
STATUS WAITING ACTV-DLI IDLE ACTV-USR SCH-BLR ACTV-USR
CLS 1/2 teviiian wieaanns Li1...2< L.1...2< .56 caaann-.
CLS 3/4 toviiien e L.3...4. ..3...4. ..T...8. ........
TRANCD ~ GIS WRM SM421000 DFKO0155 LMZ200XX
ENQ TIM 14:25:44 14:32:40 14:31:48 0:00:00
PRIORTY 0 0 4 6 0
QUEUED 0 1 2 1 0
LIMIT 50 1
MSG DEQ 15 1,485 10 0 7

Description: This display presents an overview of the current status of transaction

gueuing and processing.
Select Code: CLASQ
Parameter: Region number. The parameter can be specified as:
Single Parameter:
If only one number is entered, it is used as the starting point of a

sequential list of regions. If no parameter is entered, it defaults to
thefirst region.

For example, if regions 1, 2, 3, 5, 6, 7, 8, 9 are activein IMS and
you enter:

CLASQ
6

aregion summary of the active regionsis displayed in this order:
6 7891235

Ordered List of Regions:
Regions are listed in the order that they are to be displayed.

e Individually, separated by commas

e Asarange, separated by a dash
* A combination of the two above
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For example, if regions 1, 2, 3, 5, 6, 7, 8, 9 are activein IMS and
you enter:

CLASQ
5,2,8-1

aregion summary of the active regionsisdisplayed in this order:

52891

If the starting and ending range are the same, only oneregionis
displayed.

If the ending range is | ess than the starting range, the list wraps
back to region 1 after displaying the highest active region.

Non-Idle Region Specification:
A zerointhelist of regions causes only the non-idle regionsto be
displayed.

For example, if regions 1, 2, 3, 5, 6, 7, 8, 9 are activein IMS and
only regions 4 and 5 are processing transactions, and you enter:

CLASQ
0,2-4,1,5

aregion summary of the active regionsis displayed in this order:
4 5
EXPAND: The DLIST service showing DL/I call details can be invoked for a
particular region through cursor selection. Move the cursor to the column
that describes the desired region and press ENTER. If the cursor isnot in
one of the eight columns that pertains to aregion, an error message is
returned. Usethe END PF key to return to the CLASQ display.

DLIST displaysthe data from the system at the time it isinvoked; it is not
synchronized with the CLASQ display.

Field Descriptions: Each of the fieldsis shown and described below by display area.
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Area 1
FxAAXXQUEUING SUMMARY>>>*

CLASS 001 002 003 004 005 006 007 008 009 010
QUEUED TRANSACTIONS 0 75 2 9 1 1 5 23 0 0
SCHEDULABLE 0 0 2 9 1 1 5 15 0 0
TRANSACTION CODES 0 0 1 3 1 1 2 1 0 0

CLASS 011 012 013 014 015 016 017 018 019 020
QUEUED TRANSACTIONS 0 75 2 9 1 1 5 23 0 0
SCHEDULABLE 0 0 2 9 1 1 5 15 0 0
TRANSACTION CODES 0 0 1 3 1 1 2 1 0 0

This area summarizes transaction queuing. The descriptions are arranged in a phabetical order.

CLASS
Transaction class.

QUEUED TRANSACTIONS
The number of transactions queued.

SCHEDULABLE
The number of transactions available for scheduling. (The transaction is not |ocked,
stopped, or priority zero.)

TRANSACTION CODES
The number of different transaction codes represented in each class queue (counted
only if schedulable).

Note:  If morethan 20 classes are defined, the counts for the excess classes are
included with class 20.

Area 2

FHAAXAREGION SUMMARY**xx*

REGION 1 2 3 4 5 6
TYPE BMP-WFI  BMP-WFI MPP MPP MPP BMP
STATUS  WAITING ACTV-DLI IDLE ACTV-USR SCH-BLR ACTV-USR
CLS 1/2 ..ol i Sloo2< Ll1...2< L5006 il
CLS 3/4 ... .. G R S B Y A &
TRANCD  GIS WRM SM421000 DFK00155 LMZ200XX
ENQ TIM 14:25:44 14:32:40 14:31:48 0:00:00

PRIORTY 0 (0] 4 6 0
QUEUED 0 1 2 1 0
LIMIT 50 1

MSG DEQ 15 1,485 10 (0] 7

This area shows which transactions are currently being processed in the message regions and
what other classes the regions can accept for processing. If the status of aregionisIDLE, no
input belonging to any of its defined classes is available.

The descriptions are arranged in alphabetical order.
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For the following fields, CL 1 through CL 4, the current active classis shown by a < character
following the class:

CL1
Thefirst class thisregion can process. (Thisfield does not apply for aTY PE of
DBT or ODB and for all Fast Path types, including MDP and NDP)

CL2
The second class this region can process. (Thisfield does not apply for aTY PE of
DBT or ODB and for all Fast Path types, including MDP and NDP)

CL3
The third classthisregion can process. (Thisfield does not apply for a TY PE of
DBT or ODB and for all Fast Path types, including MDP and NDP)

CL4
The fourth class this region can process. (Thisfield does not apply for aTY PE of
DBT or ODB and for al Fast Path types, including MDP and NDP)

ENQ TIM
Time when the transaction currently being processed was submitted (hh:mm:ss).
Note: Thisisthetime of the originating terminal input transaction for message

switches.

LIMIT
Processing limit count (PROCLIM) of the transaction. Number of transactions that
can be processed by this program in one scheduling. If it is unlimited, thisfield is
blank. (Thisfield does not apply to DBCTL threads, region types DBT and ODB.)

M-DEQ
The number of messages successfully processed by the application program in this
scheduling. For MDPs (message-driven program), thisvalueis 0. (Thisfield does
not apply to DBCTL threads, region types DBT and ODB.)

PRIORITY
Priority of the transaction currently being processed.

QUEUED
Number of currently queued input messages with this transaction code. For an
MDP, this value is the number of messages queued on the region’s BALG.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)

REGION
Region identifier assigned to thisregion by IMS.

STATUS

Region status:

ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.

ACTV-DB2 Activein DB2 (Event Collector must be active).

ACTV-DBR Region activein DBRC.
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ACTV-DLI
ACTV-MQS
ACTV-SCH
ACTV-USR
IDLE
IDLE-HOT
IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT
WAIT-AQI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI
WAIT-INT
WAITING

WLT-xxxx

WT-CMDP

Region activein DL/I.

Region activein MQSeries (Event Callector must be active).
Region active in nonspecific CREATE THREAD process.
Region active in the application program.

Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same transaction.
Region waiting for WFI or Fast Path BALG input to process.

Region defined but not started (not yet signed on).

Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completesthe first CREATE THREAD.

Region in first CREATE THREAD process.
Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).
Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with the
wait option and DFSAOEQO has no message to return to it at that
time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

The block mover latch comprises several smaller latches. Usethe
LATCH service to determine which BML latch aregionis
waiting for.

Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for a pending /DBD or /DBR command to
complete.
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WT-DBRC
WT-DMBP
WT-EPCB
WT-IRLM
WT-ISWCH

WT-NTFY

WT-OSAM
WT-PI
WT-PSBP
WT-PSBW
WT-SCHD
WT-VSAM

WTF-ADSC

WTF-AREA
WTF-DEDB
WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB
WTF-OBA
WTF-OCL
WTF-RSL
WTF-SEG

WTF-SYNC

Region waiting for DBRC.

Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.

Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pooal.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB area lock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.
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Note:

TRANCD

A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that iswaiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
information about data capture exits, seethe IBM System Administration
Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.

Name of transaction currently being processed.

TYPE

Type of region processing the transaction:

BMI

BMO

BMP
BMW
DBT
FPU
JBP
JMI

MO

JMP
MW
MDP
MPI

MPO
MPP

MPW
NDP

ODB

TPI

Batch message processing region currently executing an implicit
APPC/IMS transaction.

Batch message processing region currently executing an OTMA
transaction.

Batch message processing region.
Wait-for-input BMP.

DBCTL CICSthread.

Fast Path utility region.

Java batch message processing region.

Java message processing region currently executing an implicit
APPC/IMS transaction.

Java message processing region currently executing an OTMA
transaction.

Java message processing region.
Wait-for-input IMP.
M essage-driven Fast Path region.

M essage processing region currently executing an implicit
APPC/IMS transaction.

M essage processing region currently executing an OTMA transaction.
M essage processing region.

Wait-for-input MPP.

Non-message-driven Fast Path region.

DBCTL ODBA thread.

Message processing region currently executing an explicit CPI-C
program.
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PSBUT, DMBUT - PSB and DMB Pool Utilization

BMC SOFTWARE
SERV ==> PSBUT
PARM ==>

PSB BLOCK SPACE

INPUT

BLOCKS MINIMUM AVERAGE MAXIMUM TOTAL

PSB POOL UTILIZATION
13:21:09 INTVL=> 3 LOG=> N
SCROLL=> N/A
PSB FREE SPACE
BLOCKS MINIMUM AVERAGE MAXIMUM TOTAL
-- CURRENT VALUES --

PERFORMANCE MGMT
TGT==> IMSA

PARM ==>
DMB BLOCK SPACE

1,
1,
1,
1,
1,

17 1,336 5,479 9,544 93,152 7 264 1,321 2,536 9,248
-- SIMULATED RELEASE --

16 1,336 5,412 9,544 86,600 7 264 2,257 8,248 15,800
13 1,336 5,097 9,544 66,264 9 336 4,015 9,200 36,136
11 2,984 5,470 9,544 60,176 8 1,416 5,278 9,368 42,224
9 2,984 5,409 9,544 48,688 8 1,416 6,714 20,688 53,712
8 2,984 4,893 6,984 39,144 7 1,416 9,036 27,160 63,256
6 2,984 4,508 6,072 27,048 6 1,416 12,558 35,704 75,352
5 2,984 4,512 6,072 22,560 5 1,552 15,968 41,608 79,840
4 3,120 4,894 6,072 19,576 4 1,552 20,706 51,576 82,824
BMC SOFTWARE ------——--—-—- DMB POOL UTILIZATION -------—--—- PERFORMANCE MGMT
SERV ==> DMBUT INPUT  13:21:09 |INTVL=> 3 LOG=> N TGT==> IMSA

BLOCKS MINIMUM AVERAGE MAXIMUM TOTAL

983

997
060
122
174
077
206

SCROLL => N/A

DMB FREE SPACE
BLOCKS MINIMUM AVERAGE MAXIMUM TOTAL
-- CURRENT VALUES --

2,312 28,512 1 24,736 24,736 24,736 24,736
-- SIMULATED RELEASE --
2,312 27,920 1 25,328 25,328 25,328 25,328
2,312 18,032 4 904 8,804 25,696 35,213
2,312 16,840 3 904 12,136 34,136 36,408
2,312 9,392 2 4,176 21,928 39,680 43,856
2,312 7,544 1 45,704 45,704 45,704 45,704
2,312 6,032 1 47,216 47,216 47,216 47,216

29 368
28 368
17 576
15 616
8 616
7 616
5 616

Description:

Select Code:

Parameter:

These displays show the current status of the PSB and DMB poals,
including the number of resident blocks, the free space remaining, and
the fragmentation. Because the two pools are managed by the least-
recently-referenced method, the display format is the same for both
pooals (and for the MFS poal).

PSBUT or DMBUT

Enter:

0 Displays every iteration of the space release algorithm.

1 Displays each iteration that causes an increase in the size of

maximum free space. Blank, no entry, produces the same
result as entering 1.
2t09 Displays every second to ninth increase in maximum free
space.
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For PSBUT:

CSA  Digplaysinformation about the portion of the PSB pool that
residesin CSA if the LSO=S option is used in the control
region. This parameter is not valid for other LSO options and
will be rejected.

For LSO=S:

blank  Thedefault of no parameter showsthe PSB pool informationin
the DL/I address space. The other LSO options do not have
split PSB pools, and PSBUT always shows the entire PSB pool
wherever it resides.

Field Descriptions: Each of thefieldsis described below. The descriptions are arranged in
alphabetical order.

CURRENT VALUES
Thisline shows the current status of the pool.

PSB BLOCK SPACE/DMB BLOCK SPACE

AVERAGE
The average block length.

BLOCKS
The number of allocated blocks.

MAXIMUM
The length of the largest allocated block.

MINIMUM
The length of the smallest allocated block.

TOTAL
Thetotal length of all allocated blocks.

PSB FREE SPACE/DMB FREE SPACE

AVERAGE
The average length of the free spaces in the pool.

BLOCKS
The number of free spacesin the pool.

MAXIMUM
The maximum length of the largest free space in the poal.

MINIMUM
The length of the smallest free space in the pool.

TOTAL
Thetotal length of all free spacesin the pooal.
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SIMULATED RELEASE
Each line shows the results of a simulated iteration of the space release algorithm
that isused by IMS to free space for a new block. The number of iteration lines
displayed depends on the parameter option chosen.

If less than 18 lines appear, the last line shows the total blocks that are still in use

and cannot be released. Therefore, the free space is the maximum available at this
point.
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SCHED - Scheduling Statistics

BMC SOFTWARE -----————————- SCHEDULING STATISTICS —--------- PERFORMANCE MGMT
SERV ==> SCHED INPUT 13:21:09 INTVL=> 3 LOG=> N TGT==> IMSXXX
PARM ==> SCROLL => N/A

SCHEDULING ACTIVITY

61,417 TOTAL SMBS EXAMINED 19 TOTAL PROGRAM CONFLICTS
42,877 TOTAL SCHEDULED 70% 45 TOTAL INTENT FAILURES
18,540 TOTAL FAILURES  30% 18,476 TOTAL OTHER REASONS

SCHEDULER SEQUENCE QUEUE

REASON FOR WAIT RGN TYPE CLASSES CPRTY PSBNAME TRANCODE
WAITING FOR MESSAGE (IDLE) 3 MPP 1
WAITING FOR INTENT (DB) 4  MPP 3 4 10
WAITING FOR GU (WFI) 1 BMP GISPSB GIS

Description: This display shows the total scheduling activity since IMS restart and
the regions currently waiting for scheduling.

Select Code: SCHED

Parameter: Enter anumber in the range 1-nnn (where nnn isavalid region number)

to indicate the lowest region number to be displayed on the sequence
queue. The defaultis 1.

Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1

SCHEDULING ACTIVITY
61,417 TOTAL SMBS EXAMINED 19 TOTAL PROGRAM CONFLICTS
42,877 TOTAL SCHEDULED 70% 45 TOTAL INTENT FAILURES
18,540 TOTAL FAILURES 30% 18,476 TOTAL OTHER REASONS

This area shows total scheduling activity. The descriptions are arranged in alphabetical order.
INTENT FAILURES

This counter includes actua database intent conflicts and PSB, PSB work, or DMB
pool space failures.
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OTHER REASONS
Transaction, program, or database is locked, stopped, or bad (BLDL failed at
initialization). Parallel scheduling of a program already processing was permitted,
but the transaction failed the load balancing check.

Note:  Once a stopped transaction is in the message queues, this counter is
incremented each time scheduling is attempted for the class; that is, each
time another transaction of the same class arrives. This can produce
misleading scheduling statistics.

To prevent this counter from being incremented continuously, stopped transactions
can be assigned to a processing class that is not associated with an active region.

PRIORITY CUTOFFS
Scheduling stopped because the defined options alowed only equal and higher
priority transactions after an intent failure, and none was available.

PROGRAM CONFLICTS
Parallel scheduling of a program already processing was not permitted.

TOTAL FAILURES
The number of unsuccessful attempts at scheduling and the percentage this
represents of total activity. The failures are shown by type in the second column of
this display area. Thisisthe sum of the halfword counters, with each wrapping to
zero if 65,535 is reached.

TOTAL SCHEDULED
The number of successful attempts at scheduling and the percentage this represents
of total activity (TOTAL SMBS EXAMINED - TOTAL FAILURES).

TOTAL SMBS EXAMINED
This counter isincremented when input is available for atransaction type
(enqueued on the SMB) and an attempt is made to schedule the corresponding
program.

Area 2
SCHEDULER SEQUENCE QUEUE

REASON FOR WAIT RGN TYPE CLASSES CPRTY PSBNAME TRANCODE
WAITING FOR MESSAGE (IDLE) 3 MPP 1
WAITING FOR INTENT (DB) 4  MPP 3 4 10
WAITING FOR GU (WFI) 1 BMP GISPSB GIS

This arealists any regions that are currently waiting for scheduling. The reason for the wait,
the region number, the region type, such as M PP (message processing program), BMP (batch
message processing), MDP (message-driven program), or FPU (Fast Path utility), and the
assigned class are shown. If itisvalid for that wait, the program name, transaction code, or
cutoff priority could appear.
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The descriptions are arranged in alphabetical order. The possible reasons for await are:

WAITING FOR BLOCK MOVER
The routine that loads the intent lists and the PSB and DMB blocksis only serialy
reusable.

WAITING FOR GU (BALG)
A Fast Path MDP (Message-Driven Program) is enqueued on the BAL G waiting for
an input message to process.

WAITING FOR GU (WFI)
A wait-for-input program isidle.

WAITING FOR INTENT (DB)
Theregion isidle, waiting to update a database exclusively owned by another
already scheduled application program.

WAITING FOR INTENT (DMB POOL)
Not enough space to load the needed DMBs in the pool.

WAITING FOR INTENT (PGM)
Program conflict has occurred because parallel scheduling limit has been reached
or the program is not eligible for parallel scheduling.

WAITING FOR INTENT (PSB POOL)
Not enough space to load this PSB in the pool or not enough space in the PSB work
pool.

WAITING FOR MESSAGE (IDLE)
No input of the assigned classesis available.
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Chapter 12. Region Displays

These displays show application program activity in the IMS dependent region. You can use
them to determine which transactions and application programs are active, how much work
they are doing by observing message processing and database access, or how much work they
till have to do by watching how many of that type are queuing. You can expand the
information by:

» Positioning the cursor on a cursor-sensitive field and pressing ENTER to see more details
about that field from arelated service

e Using the EXPAND field to select the detailed region display to see what a specific
transaction is doing

You can also isolate problem regions by using service parameters that allow you to sort and
filter any column. For example, you can use SORT to find the highest number of DL/I calls or
the longest elapsed time. Or, you can use afiltering parameter that restricts the display only to
those regions that are running specific transactions or a class of transactions.

—— Navigating Regions Data

When you invoke REGNS, all of the information displayed by the REGNS and DREGN
servicesis collected in a buffer. This allows you to analyze information frozen in time.
To refresh the information, press ENTER when the cursor is on the SERV or PARM line.

The regions displays include a:
* REGNSservice

There are two versions. |f the Event Collector is available, REGNS uses the additional
data collected by the Event Collector to provide you with more information about IMS
dependent region activity. The Event Collector also allows REGNS to show you IMS
dependent region activity for the transactions currently processing rather than just for the
duration of a PSB scheduling.

REGNS presents the data by views as follows:
With the Event Collector:

REGNS provides the following views of IMS dependent region activity for the
transactions currently processing:

—  Summary View
— Message View
— DL/l View

— DB2View
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Without the Event Collector:

REGNS provides the following views of IMS dependent region activity for the duration of
a PSB scheduling:

—  Summary View
— Message View
— DL/l View

It can be selected from the list of analyzer services (Primary Menu Option 1).

DREGN service

DREGN shows you what atransaction is doing in a specific region. It can be requested by:
— EXPANDiIng from the REGNS service to the DREGN service

— Selecting the DREGN service from the list of analyzer services

Like REGNS, the amount of data DREGN can display about a specific region depends
upon whether the Event Collector is available and active. If the Event Collector is active,
DREGN uses this additional datato provide more information about that region's activity
for the transactions currently processing rather than the duration of a PSB scheduling. For
example, DB2 activity or the amount of CPU time remaining for that region can be

displayed.
DREGN presents:
With the Event Collector:

DREGN provides the following information about activity for a specific IM S dependent
region for the transactions currently processing:

— DCcal activity

— DL/ cal activity

—  Fast Path activity

— DB2 activity

— PSB/transaction information
— Program isolation activity

—  System activity

— Paging activity

Without the Event Collector:

DREGN provides the following information about activity for a specific IMS dependent
region for the duration of a PSB scheduling:

— DCcadl activity

— DL/l cal activity

—  Fast Path activity

—  PSB/transaction information
— Program isolation activity

—  System activity

— Paging activity
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In the REGNS and DREGN displays, each thread is shown as aregion, identified by the IMS
region (PST) number assigned to it, with aregion type of DBT for CICS threads or ODB for
ODBA threads. Some of the information shown is related to IM S transaction scheduling and
thereforeis not valid for DBCTL; these fields are blank or zero.

¢ STAT/STATR service

STAT/STATR shows the status of the total IM S system, work performed, and resources
consumed, indicating possible problem areas. It can be selected from the list of analyzer
services.

e DLIST service

DLIST isaDL/I cal display that shows information about the active DL/I call processed
by a specific region. It can be requested by:

—  Cursor selection from the PI, DREGN, CLASQ, BALGQ, or LUSRD service.

— Itsservice select code from the SERV field of adisplay with aregion number asa
parameter.
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DLIST - DL/l Call Status

BMC SOFTWARE-————————————————— DL/I CALL STATUS ————————mmmmmm PERFORMANCE MGMT
SERV ==> DLIST INPUT  14:03:01 INTVL=> 3 LOG=> N TGT==> IMSxxx
PARM ==> 5 LINE 1 OF 16 SCROLL => CSR

RGN: 005 STC: 115XBMP PSB: PTESTO2 TRAN: TTESTO02
TYPE: BMP STATUS: ACTV#DLI PGM: MAXSSA LTERM:
DLI CALL: GU  (CURRENT) DATA CAPTURE EXIT ACTIVE
DB PCB: CUSTHIDMOO AP  YOHIDAM
CEEECCCDFF44CD4400EFCCCCD44400000000
342389440000170004808941400000000004
10-AREA: SBCIR11BMPSB PTESTO2 INO1AO1 INO1AO1 HI
090000ECCCDFFCDDEC444444DECEEFF409181506CDFFCFF4444444440000CDFFCFF4ACC
10009222399112472200000073523020003F3604950110100000000008039501101089
SSA-1:  CUSTOMER(CUSTID > )
CEEEDDCD4CEEECC444600000000000000000000000005
34236459D342394000E0000000000000000000000000D
SSA-2:  PRODUCT *-(PRODID > )
DDDCECE4564DDDCCC444600000000005
79644330C0D796494000E0000000000D
END OF DATA

Description: This service provides details about the parameterson aDL/I call.

It can be accessed directly by providing the region number asthe

parameter, or it can be accessed with cursor selection from the PI,

DREGN, CLASQ, BALGQ, or LUSRD service.

The call displayed isfor the current DL/I call. If no call is active,

DLIST displaysthelast DL/I call (if any). If the region specified no

longer has an active program, only RGN, STC or JOB, TYPE, and

STATUS are provided by the display. If the region specified isno

longer active, an error message is returned.

—— CAUTION

You should restrict use of this service if your siteis concerned
about displaying sensitive data. The service can be secured
using the ACCESS and PMACC parameters described in
Implementing Security for MAINVIEW Products.

Note: If your IMSis performing well, there are times when
details about the DL/I call are not available because the
dataistoo transient. In these cases, an informational
message is issued in the scrollable area of the display.

Select Code: DLIST

Parameter: Region number

Scrolling: The service is scrollable so that al datafor the call can be viewed
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without data refresh.
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Field Descriptions: Each of the fields is shown and described below by display area.
Area 1
RGN: 005 STC: 115XBMP PSB: PTESTO2 TRAN: TTESTO02
TYPE: BMP STATUS: ACTV#DLI PGM: MAXSSA LTERM:
DLI CALL: GU  (CURRENT) DATA CAPTURE EXIT ACTIVE

This area shows the scheduling information, status, and the active DL/I call for aregion.

The descriptions are arranged in alphabetical order.

DATA CAPTURE EXIT ACTIVE
Thismessage isdisplayed if the IMS Data Capture Exit is currently invoked for this

DLI CALL

region. Otherwise, thisfield is blank.

DL/I function code (such as GU, GN, or GHU). If the region is not active with a

program, this entire line is blank.

(CURRENT)

(LAST)

LTERM

PSB

RGN

STATUS

Indicates that the DL/I call is currently being executed.

Indicatesthat thiswasthelast DL/I call made, but it has completed. The status code

from DL/I can be found in the PCB area of the display.

Logical terminal that originated the transaction.

Program name currently executing in region.

PSB name currently active in the region.

Region number.

Region status:

ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.

ACTV-DB2 Activein DB2 (Event Collector must be active).
ACTV-DBR Region activein DBRC.

ACTV-DLI Region activein DL/I.
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ACTV-MQS
ACTV-SCH
ACTV-USR
IDLE
IDLE-HOT
IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AQI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI
WAIT-INT

WAITING

Region active in MQSeries (Event Collector must be active).
Region active in nonspecific CREATE THREAD process.
Region active in the application program.

Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same transaction.
Region waiting for WFI or Fast Path BALG input to process.
Region defined but not started (not yet signed on).

Theregion has initialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completes the first CREATE THREAD.

Region in first CREATE THREAD process.

Region in scheduling (active in block loader latch).

Region in scheduling (active in block mover).

Region in scheduling (CREATE THREAD).

Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with the
wait option and DFSAOEQOQ has no message to return to it at that
time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

The block mover latch comprises several smaller latches. Usethe
LATCH service to determine which BML latch aregionis
waiting for.

Region waiting for DL/I.

Region in scheduling (waiting for database intent).

Region in nonspecific wait.
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WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

WTF-OBA

WTF-OCL

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.
Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB poal.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB area lock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.
Region waiting in Fast Path for overflow buffer interlock.

Region waiting in Fast Path for open/close latch.

Chapter 12. Region Displays 121



122

WTF-RSL Region waiting in Fast Path for resource latch.

WTF-SEG Region waiting in Fast Path for MSDB segment.

WTF-SYNC Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that is waiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
information about data capture exits, see the IBM System Administration
Guide publication.
The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.
STC (JOB)
Region started task name (job name).
TRAN
Name of the transaction code currently active in the region.
TYPE
Region type:
BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.
BMO Batch message processing region currently executing an OTMA
transaction.
BMP  Batch message processing region.
BMW  Wait-for-input BMP.
DBT DBCTL CICSthread.
FPU Fast Path utility region.
JBP Java batch message processing region.
IMI Java message processing region currently executing an implicit
APPC/IMS transaction.
JMO  Javamessage processing region currently executing an OTMA transaction.
JMP  Javamessage processing region.
MW Wait-for-input IMP.
MDP  Message-driven Fast Path region.
MPI M essage processing region currently executing an implicit APPC/IMS
transaction.
MPO  Message processing region currently executing an OTMA transaction.
MPP  Message processing region.
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MPW  Wait-for-input MPP.
NDP  Non-message-driven Fast Path region.
ODB DBCTL ODBA thread.

TPI M essage processing region currently executing an explicit CPI-C program.

Area 2

DB PCB: CUSTHIDMOO AP YOHIDAM
CEEECCCDFF44CD4400EFCCCCD44400000000
342389440000170004808941400000000004

This area shows PCB or AIB-related information if the DL/I call uses a second parameter. The
descriptions are arranged in al phabetical order.

Thefirst 70 bytes of the PCB are displayed in hexadecimal dump format with the type of PCB
identified asfollows:

DB PCB: PCB isfor a database.

GSAM PCB: PCB isfor a GSAM database.

10 PCB: PCB isthe 1/0 PCB.

TP PCB: PCB isfor the message queue, but it is not the I/0O PCB.

Thefirst 70 bytes of the AIB are displayed if the call usesan AIB. The PCB used to processthe
request is shown in a section of this areaimmediately below the AIB.

Area 3

10-AREA: SBCIR11BMPSB PTESTO2 INO1AO1 INO1AO1 HI
090000ECCCDFFCDDEC444444DECEEFF409181506CDFFCFF4444444440000CDFFCFF4CC
10009222399112472200000073523020003F3604950110100000000008039501101089

If the DL/I call uses athird parameter, this area shows destination or |/O areainformation. The
information shown is determined by the type of call. The descriptions are arranged in
alphabetical order.

If the call isa CHNG call, the following appears:

DEST:
The 8-character destination name specified on the CHNG call (TP or |O PCB only).

For all other types of calls, you see:

I/0 AREA:
First 70 bytes in hexadecimal dump format of the I/O area specified with the call.
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Area 4

SSA-1: CUSTOMER(CUSTID > )
CEEEDDCD4CEEECC444600000000000000000000000005
34236459D342394000E0000000000000000000000000D

SSA-2:  PRODUCT *-(PRODID > )
DDDCECE4564DDDCCC444600000000005
79644330C0D796494000E0000000000D

If the DL/I call usesfour or more parameters, this area shows database-rel ated information.
The information shown is determined by the type of call. The descriptions are arranged in
alphabetical order.

If the call isan XRST or CHKP call, the following appears:

AREA-n
First 70 bytes of the nth AREA in hexadecimal dump format as specified on the
XRST or CHKP call.

If the MFS message output descriptor (MOD) name is specified on the call, you will see:

MODNAME:
The 8-character MOD name (TP or 10 PCB only).

If the call isa STAT call, this area shows:

REQ:
The requested 8-byte statistics function for the STAT call.

For all other types of calls, this area shows:

SSA-n
First 70 bytes of the nth SSA, in hexadecimal dump format, specified on the call.
Asmany SSAs are displayed as were specified on the call.

If thecall isaROLS or SETS call, you will see:

TOKEN:
A 4-byte identifier used on the ROLS or SETS call.
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DREGN - Region Detail (Event Collector Data)

BMC SOFTWARE-——-—————————— DETAIL REGION SERVICE-———-—-——————-c PERFORMANCE MGMT
SERV ==> DREGN INPUT  11:44:25 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> 1 LINE 1 OF 56 SCROLL=> CSR
EXPAND: DLIST PI LUSRD CICS DB2 GOTO( DC DLI OTHR FP DB2 PSB P1 SYS PAGING)
*EVENT COLLECTOR* PF10/11 FOR PREV/NEXT REGION
RGNID. . ... 1 STATUS. ... ACTV-DLI ENQ TIME...11:44:24
JOB NAME.. MPPRGN2 TRANCODE. . SM4 TRN ELAP...  500ms
TYPE...... MPP PSB....... SM400600 AGN........ PAYROLL
MSG SWITCH 0 LTERM. . ... SNLCO0050 CLASS.... >1 2 3 4
SEQ BF USG 25K USER...... DN002 DB2STAT. . . .DB2D-CON

DB2 AUTHID DNOO2
--------------------------- DC CALL ACTIVITY oo oo mm oo oo
MSG GU. . ... 8 MSG OTHER. . 8 PROCLIM.... 65535
MSG GN. . ... 0 MSG PURG. . . 0 CMD........ 0
CHKPT...... 0 MSG ISRT. .. 7 GET CMD. ... 0
——————————————————————————— DL/1 CALL ACTIVITY=mmmmmmmmmmmmmmmmmemm
DBNAME GU GN GHU GHN GNP GHNP REPL ISRT DLET TOTAL 1/0
MYPART1 2 1 0 0 0 0 0 0 0 3 3
MYPART2 2 1 0 0 0 0 0 0 0 3 2
** TOTAL 4 2 0 0 0 0 0 0 0 6 5
---------------------------- OTHER CALL ACTIVITY=mmmmmm oo oo
CMD....... 1 SETO...... 0 APSB...... 0
GCMD. .. ... 2 SETS...... 3 DPSB...... 0
ICMD. ... ... 0 SETU...... 0 INIT...... 0
RCMD. . . ... 0 ROLB. .. ... 0 INQY...... 0
GMSG. ..... 0 ROLS...... 0 AUTH. . .... 0
CHNG...... 0 XRST. ..... 0 DB DEQ.... 0
---------------------------- FP ACTIVITY = o oo oo oo e
NBA........ 10 DATABASE  AREA RBA ENQ
OBA........ 10 CUSTDB CUSTDBO1  0015BA00 SHR
USED. ...... 2 CUSTDB CUSTDBO2 00263300 EXE

CUSTADD CUSTADD1  00B19300 SHR
--------------------------- DB2 ACTIVITY----——————————-SQL TOT.... 1
DB2NAME. . . .DB2D CONTROL. . . . 0 INSERTS. .. . 0
PLANNAME . . .PHDAMINQ DYNAMIC. . .. 0 DELETES. .. . 0
SEL/FCH. ... 1 DDL........ 0 UPDATES. .. . 0
OPENS...... 0 OTHER. . . . .. 0
--------------------------- PSB/TRANSACTION= === == mm oo oo
PSB SIZE... 148 MODE.. . .. .. SNGL CONVERS. .. .
PSB WA..... 2880 SEGMENT. . . . SNGLSEG SPA LEN....
PROCLIM.... 65535 QUEUED. . . .. 1 PRIORITY. . . 4
AVG LENG. .. 200 TOT DEQ. ... 3
PRLIM CPU. . 10 CPU REMAIN. 9
——————————————————————————— PROGRAM I1SOLATION ACTIVITY==-———mmmmmmmmmee o
TEST Q COMMAND SHR/UPD EXCLUSIVE
ENQ 14 0 10 0
DEQ 11 0 7 0
CURQ 3 0 3 0
WALT 0 0 0 0
--------------------------- SYSTEM ACTIVITY------—--—-RGN ELAPSED 01:30:04
EXEC IN... DLI-SAS TCB CPU.... 1,740 DOMAIN. . . . . 1
ASID...... 11 SRB CPU. ... 234 PERF GR.... 13
PRIORITY. . 238 CPU SRV.... 10968 PERF PD.... 1
SWAP. .. ... NON-SWAP 10 SRV..... 3555

MSO SRV.. .. 6
——————————————————————————— PAGING ACTIVITY=m—mmmm oo mmmm oo
WRK IN_.... 6 INT PGI.... 4,040 VIO PGI. ... 0
WRK OUT. ... 25 INT PGO.... 2,494 VIO PGO. ... 0
FRAMES. . ... 6 INT RCL.... 405 VIO RCL. ... 0
SLOTS...... 43 SWAPCNT. . .. 0 SLT VIO.... 4,440
COM PGI.... 11,042 COM RCL. ... 346 STOLEN. . ... 4,145

END OF DATA
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Description:

Color:

Select Code:

Parameter:

Thisisthe Event Collector version of the detailed regions display.
This service shows you what atransaction is doing. For example,
you can see which databases this transaction accesses and how
often, the number of times a transaction accesses a database and
with what type of DL/I call, the number of locks held by aBMP
between checkpoints, or a summary of the transaction’s resource

usage.
You access this detailed region display:
¢ Fromthe REGNS display

— Movethe cursor to arow (region) in the display and press
ENTER.

Detailed information about the region you selected is
shown.

— Movethe cursor to DREGN in the EXPAND line of the
display and press ENTER.

Detailed information about the region in the first row of
the REGNS display is shown.

¢ Fromthe Analyzer Service List (Primary Menu Option 1)
— Select DREGN or REGND and press ENTER.
e Fromthe SERV field of any display

— Enter DREGN or REGND with aregion ID asthe
parameter.

If you have a color monitor:

Turquoise  Indicates normal values.

Blue Indicates an EXPAND or GOTO option that cannot be
used.

Yellow Indicates error messages.

Pink Highlights the following message when a WFI or

pseudo-WFI transaction iswaiting for input:

[PSEUDO] WFI TRAN WAITING - DATA IS FROM LAST
TRANSACTION

DREGN or REGND

Enter:

nnn

where nnn represents a 1- to 3-character numeric region ID.

You can use the PF10 key to display a previous region or the PF11
key to display the next region.
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Expand:

Hyperlink:

GOTO:

The display can EXPAND to other services by moving the cursor to
the following fields and pressing ENTER:

DLIST DL/I Call Status display showing DL/I call detailsfor
the displayed region.

Pl Program Isolation display showing pool space and
enqueue summaries for the displayed region. If Pl is
not the IM S lock manager, thisfield cannot be used. It
is blue on acolor terminal and low intensity on a
monochrome terminal, which indicates that it is not
available.

LUSRD The LUSRD Lock User Detail display showing lock
information for the displayed region. If IRLM is not
the IMS lock manager, thisfield is blue on a color
terminal and low intensity on amonochrometerminal.

If MAINVIEW for CICSisingtalled and the transaction isa CICS
transaction, you can link to the TASKXPND servicein
MAINVIEW for CICS by using the CICSfield in the EXPAND
line.

If MAINVIEW for DB2 isinstalled and a transaction has an active
DB2 thread, you can link to the DUSER servicein MAINVIEW for
DB2 by using the DB2 field in the EXPAND line.

You also can go to a specific area by moving it to the top of the
display. Move the cursor to any of the following GOTO fieldsin
the EXPAND line and press ENTER to move that areato the top of

the display:
Notes:

e If anareaof thedisplay cannot be accessed by this method, the
fields are blue on a color terminal and low intensity on a
monochrome terminal.

» If thereisno activity to be displayed, that area of the display
does not appear. For example, if aregion does not use Fast
Path databases, the FP ACTIVITY area of the display is hot

shown.

DC DC CALL ACTIVITY

DLI DL/I CALL ACTIVITY

FP FPACTIVITY

DB2 DB2 ACTIVITY

OTHR Other types of DL/I callsthan those shown by
DL/I CALL ACTIVITY

PSB PSB/TRANSACTION
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Pl PROGRAM ISOLATION ACTIVITY

SYS SYSTEM ACTIVITY

PAGING PAGING ACTIVITY
Sorting: This display cannot be sorted.
Scrolling: You can scroll the display by:

» Using PF keys to scroll the display up or down.

» SelectingaGOTO field which selectsadisplay areaand scrolls
it to the top as described in “GOTO:”.

Field Descriptions: Each of the fields is shown and described below by display area.
Areal
RGNID. . . .. 1 STATUS. ... ACTV-DLI ENQ TIME...11:44:24
JOB NAME.. MPPRGN2 TRANCODE. . SM4 TRN ELAP...  500ms
TYPE...... MPP PSB....... SM400600 AGN........ PAYROLL
MSG SWITCH 0 LTERM. . ... SNLC0050 CLASS.... >1L 2 3 4S5
EQ BF USG 25K USER...... DN0O02 DB2STAT. . . .DB2D- CON

DB2 AUTHID DNOO2

This area shows general information about the application program activity in the region for
the transaction currently processing. The descriptions are arranged in al phabetical order.

AGN
Name of application group

CLASS
Classes defined for the region. The currently active classis shown by a> character
preceding the class. (Thisfield doesnot apply for aTY PE of DBT or ODB and for
all Fast Path types, including MDP and NDP))

DB2 AUTHID
Authorization 1D used to access DB2.

DB2STAT

DB2 connection status for the region. If the region is not connected to DB2, this
field is blank. If the region is connected to a DB2 subsystem, the first half of the
DB2 status message shows the DB2 subsystem name. The second half of the
message shows the connection status:

-CON IMS connects this region to DB2 if a connection is available and the
EXEC parameter SSM (to establish a DB2 connection) is valid.

-SON The application is signed on and arecovery token is assigned by DB2
if the EXEC parameter SSM isvalid, the connection is successful, and
the application issues a DB2 request.

-THD IMS had a thread with DB2 when it processed the EXEC parameter
SSM to establish a connection to DB2.

128 MVIMS Online — Analyzers Reference Manual



ENQ TIME
Time when the transaction currently being processed was submitted (hh:mm:ss).
Thisvalueis the time of the originating terminal input transaction for message
switches. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

JOB NAME
Job name or started task procedure name of the region.

LTERM
LTERM name of the terminal where this transaction was submitted.
MSG SWITCH
Number of message switches to generate this transaction. (Thisfield does not
apply to DBCTL threads, region types DBT and ODB.)
PSB
PSB name of the application program currently being processed.
RGNID
Region identifier assigned to thisregion by IMS.
SEQ BFR USG
Sequentia buffer usage for thisregion in kilobytes.
STATUS
Region status:
ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.

ACTV-DB2 Activein DB2 (Event Collector must be active).

ACTV-DBR Region activein DBRC.

ACTV-DLI Region activein DL/I.

ACTV-MQS Region activein MQSeries (Event Callector must be active).
ACTV-SCH Region active in nonspecific CREATE THREAD process.
ACTV-USR Region active in the application program.

IDLE Region waiting for non-WFI input to process.

IDLE-HOT Pseudo-WFI region waiting for input from the same transaction.

IDLE-WHI Region waiting for WFI or Fast Path BALG input to process.
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INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AQI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI
WAIT-INT
WAITING

WLT-xxxx

WT-CMDP

WT-DBRC
WT-DMBP
WT-EPCB
WT-IRLM
WT-ISWCH

WT-NTFY

Region defined but not started (not yet signed on).

Theregion has initialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completesthe first CREATE THREAD.

Region in first CREATE THREAD process.
Region in scheduling (active in block loader 1atch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).
Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with the
wait option and DFSAOEQOQ has no message to return to it at that
time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

The block mover latch comprises several smaller latches. Usethe
LATCH service to determine which BML latch aregion is
waiting for.

Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for apending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.

Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.
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WT-OSAM
WT-PI
WT-PSBP
WT-PSBW
WT-SCHD
WT-VSAM

WTF-ADSC

WTF-AREA
WTF-DEDB
WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB
WTF-OBA
WTF-OCL
WTF-RSL
WTF-SEG

WTF-SYNC

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that is waiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
information about data capture exits, seethe IBM System Administration
Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.

TRANCODE

Name of the transaction currently being processed.

TRN ELAP

Current time minus the transaction start time.

Note:  If you have more than one system clock set, they must be synchronized for
TRN ELAP to be accurate.

Chapter 12. Region Displays 131



132

TYPE
Type of region processing the transaction:

BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.

BMO  Batch message processing region currently executing an OTMA
transaction.

BMP  Batch message processing region.
BMW  Wait-for-input BMP.

DBT DBCTL CICSthread.

FPU Fast Path utility region.

JBP Java batch message processing region.

IMI Java message processing region currently executing an implicit
APPC/IMS transaction.

JMO  Javamessage processing region currently executing an OTMA transaction.
JMP  Javamessage processing region.

MW Wait-for-input IMP.

MDP  Message-driven Fast Path region.

MPI M essage processing region currently executing an implicit APPC/IMS
transaction.

MPO  Message processing region currently executing an OTMA transaction.
MPP  Message processing region.

MPW  Wait-for-input MPP.

NDP  Non-message-driven Fast Path region.

ODB DBCTL ODBA thread.

TPI M essage processing region currently executing an explicit CPI-C program.

USER
ID of the user who submitted this transaction. For aDBCTL transaction, this value
isthe ID of the CICS user.
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MSG GU..... 8 MSG OTHER.. 8 PROCLIM. . .. 65535
MSG GN..... 0 MSG PURG. .. 0 CMD........ 0
CHKPT...... 0 MSG ISRT... 7 GET CMD.... 0

This area shows the amount of DC call activity incurred by the transaction currently
processing. The descriptions are arranged in alphabetical order.

CHKPT
Number of checkpoint calls issued by this transaction.

CMD
Number of command callsissued by this transaction.

GET CMD
Number of GET command callsissued by this transaction.

MSG GN
Number of MESSAGE GET NEXT callsissued by thistransaction. For MDPs, this
valueis 0. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

MSG GU
Number of MESSAGE GET UNIQUE callsissued by this transaction. For MDPs
(message-driven program), thisvalue is 0. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

MSG ISRT
Number of MESSAGE INSERT callsissued by this transaction. For MDPs, this
value does not include I/O PCB ISRTs. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

MSG OTHER
Number of DC DL/I calls other than GU, GN, CHKPT, PURG, and ISRT. The
number includes system service calls, such as SETS and ROL S, and AO application
calls, such asCMD and GCMD. (Thisfield does not apply to DBCTL threads,
region types DBT and ODB.)

MSG PURG
Number of MESSAGE PURGE callsissued by thistransaction. (Thisfield does
not apply to DBCTL threads, region types DBT and ODB.)

PROCLIM

Processing limit count (PROCLIM). Number of transactions that can be processed
by this program in one scheduling. If thereisno processing limit, thisfield isblank.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)
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——————————————————————————— DL/T CALL ACTIVITY—mmmmmmmmmm oo

DBNAME GU GN GHU GHN GNP GHNP REPL ISRT DLET TOTAL 1/0
MYPART1 2 1 0 0 0 0 0 0 0 3 3
MYPART2 2 1 0 0 0 0 0 0 0 3 2
** TOTAL 4 2 0 0 0 0 0 0 0 6 5

This area shows the amount of DL/I call activity incurred by the transaction currently
processing. The descriptions are arranged in alphabetical order.

**TOTAL
Total number of DL/I database calls and 1/Osissued by thistransaction. (Thisfield
does not apply to DBCTL threads, region types DBT and ODB.)

DBNAME
DL/l database name.

DLET
Number of DELETE callsissued by this transaction against the database.
GHN
Number of GET HOLD NEXT callsissued by this transaction against the database.
GHNP
Number of GET HOLD NEXT within PARENT calls issued by this transaction
against the database.
GHU
Number of GET HOLD UNIQUE callsissued by this transaction against the
database.
GN
Number of GET NEXT callsissued by this transaction against the database.
GNP
Number of GET NEXT within PARENT callsissued by this transaction against the
database.
GU
Number of GET UNIQUE callsissued by this transaction against the database.
110
Amount of 1/O issued by this transaction against the database.
ISRT
Number of INSERT calls issued by this transaction against the database.
REPL

Number of REPLACE callsissued by this transaction against the database.
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TOTAL

Total number of DL/I database callsissued by this transaction against the database:
GU + GN + GHU + GHN + GHNP + REPL + ISRT + DLET + OTHER
This value includes callsto MSDBs and DEDBs and all other calls that are not

database calls. (Thisfield doesnot apply to DBCTL threads, region typesDBT and
ODB.)

- 1 SETO...... 0 APSB...... 0
- 2 SETS...... 3 DPSB...... 0
.- 0 SETU...... 0 INIT...... 0
- 0 ROLB...... 0 INQY...... 0
.- 0 ROLS...... 0 AUTH...... 0
- 0 XRST...... 0 DB DEQ 0

This area shows the amount of IMS call activity, other than the calls shown by the “DL/I
CALL ACTIVITY” section, incurred by the transaction currently processing. The descriptions
are arranged in alphabetical order.

APSB

AUTH

CHNG

CMD

DB DEQ

DPSB

GCMD

GMSG

ICMD

INIT

Number of ALLOCATE PSB callsissued by this transaction.

Number of AUTHORIZATION callsissued by this transaction.

(Thisfield does not apply for aTYPE of DBT or an IMS DBCTL system)

Number of CHANGE DC callsissued by this transaction.

Number of AO COMMAND callsissued by this transaction.

Number of DATABASE DEQUEUE callsissued by this transaction.

Number of DEALLOCATE PSB callsissued by this transaction.

Number of AO application GET COMMAND callsissued by this transaction.

Number of AO application GET MESSAGE calls issued by this transaction.

Number of AO application ICMD callsissued by this transaction.

Number of INIT callsissued by this transaction.
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INQY
Number of INQUIRY callsissued by this transaction.

RCMD
Number of RETRIEVE COMMAND calls issued by this transaction.
ROLB
Number of ROLLBACK callsissued by thistransaction.
ROLS
Number of ROLLBACK TO SETS/SETU callsissued by this transaction.
SETO
Number of SET OPTIONS callsissued by this transaction.
SETS
Number of SET BACKOUT POINT callsissued by this transaction.
SETU
Number of SET UNCONDITIONAL callsissued by this transaction.
XRST
Number of EXTENDED RESTART callsissued by this transaction.
Area 5
--------------------------- FP ACTIVETY oo m e e e e
NBA........ 10 DATABASE  AREA RBA ENQ
OBA........ 10 CUSTDB CUSTDBO1  0015BA00 SHR
USED....... 2 CUSTDB CUSTDBO2 00263300 EXE
CUSTADD CUSTADD1 ~ 00B19300 SHR

This area shows the region Fast Path call activity for the transaction currently processing.
The descriptions are arranged in alphabetical order.

NBA

Number of buffers defined for normal buffer allocation.
OBA

Number of buffers defined for overflow buffer allocation.
USED

Total buffers used. If thistota is greater than the NBA value, the extra buffers are
taken from the overflow buffer allocation.

The following fields display the first 10 Fast Path database locks held by this region. They
show the Fast Path database activity occurring for this transaction.

AREA

Fast Path database area being accessed by this transaction.
DATABASE

Fast Path database being accessed by this transaction.
ENQ

136 MVIMS Online — Analyzers Reference Manual



ENQ type, which can be either SHR (read) or EXE (update).

RBA
IMS resource 1D being locked. For Fast Path DEDBS, this value is the high-order
three bytes of the control interval RBA.
Area 6
——————————————————————————— DB2 ACTIVITY-----——-——-——--SQL TOT.... 1
DB2NAME. . . .DB2D CONTROL. - . . 0 INSERTS. . . . 0
PLANNAME . . . PHDAMINQ DYNAMIC. . .. 0 DELETES. - .. 0
SEL/FCH. ... 1 DDL.uwne. 0 UPDATES. . . . 0
OPENS...... 0 OTHER. .. ... 0

This area shows the region DB2 subsystem call activity for the transaction currently
processing. The descriptions are arranged in alphabetical order.

For DBCTL, only BMPs or JBPs are shown. CICS does not use IMS services to access DB2.
CONTROL

Total number of SQL control type callsissued to DB2 (GRANT or REVOKE, for
example) by the transaction currently processing.

DB2NAME
DB2 subsystem ID.

DDL
Number of SQL Data Definition Language callsissued to DB2 (CREATE, DROR,
ALTER, COMMENT, or LABEL, for example) by the transaction currently
processing.

DELETES
Total number of SQL DELETE callsissued to DB2 by the transaction currently
processing.

DYNAMIC
Total number of SQL dynamic callsissued to DB2 (PREPARE, DESCRIBE, or
EXECUTE, for example) by the transaction currently processing.

INSERTS
Total number of SQL INSERT callsissued to DB2 by the transaction currently
processing.

OPENS
Total number of SQL OPEN cursor callsissued to DB2 by the transaction currently
processing.

OTHER
Number of other SQL callsissued to DB2 by the transaction currently processing
that do not fit in any of the other types defined in this display (EXPLAIN, LOCK,
LABEL, CLOSE, or table and security manipulation, for example).

PLANNAME

Plan name used for this transaction.
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SEL/FCH
Total number of SQL SELECT and FETCH callsissued to DB2 by the transaction
currently processing.

SQL TOT
Total number of SQL callsissued to DB2 by the transaction currently processing.
UPDATES
Total number of SQL UPDATE callsissued to DB2 by the transaction currently
processing.
Area?
——————————————————————————— PSB/TRANSACTION === === === m e e e
PSB SIZE... 148 MODE. . . .. .. SNGL CONVERS. . . .
PSB WA..... 2880 SEGMENT. . . . SNGLSEG SPA LEN....
PROCLIM.... 65535 QUEUED. . . - . 1 PRIORITY. .. 4
AVG LENG... 200 TOT DEQ..-. 3
PRLIM CPU. . 10 CPU REMAIN. 9

This area shows general information about the application program activity and the transaction
currently processing. The descriptions are arranged in al phabetical order.

AVG LENG
The average length of all input messages received with this transaction code
(as calculated by the IMS queue manager). For MDPs, thisvalueis 0. (Thisfield
does not apply to DBCTL threads, region types DBT and ODB.)

CONVERS
Indicates whether this transaction is a conversational transaction (Y ES) or not
(NO). Itisblank for Fast Path regions.

CPU REMAIN
Remaining CPU time in seconds for this transaction before the CPU processing
limit (PRLIM CPU) is reached.

MODE
Transaction mode, which can be SNGL or MULT. An IMS synchronization point
occurs at each request for a new message (SNGL) or only at program termination
(MULT). (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

PRIORITY
Current scheduling priority of this transaction.

PRLIM CPU
Processing limit CPU time in seconds.

PROCLIM
Processing limit count. The number of transactions that can be processed by this
program in one scheduling. If thereis no limit, the field is blank.

PSB SIZE
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Total space in bytes used by this program in the PSB pool. This may include the
size of the PSB (if not resident), the intent list (if not resident), and a copy of the
PDIR (PSB directory entry) if needed for parallel scheduling. If the PSB is resident
and not parallel-scheduled, this value is zero.

Note:  Thisvalueincludes the size of the PSB in the CSA pool.

PSB WA
Size of the work area required by this program in the PSB work poal.
QUEUED
Number of currently queued input messages for this transaction code. For MDPs
(message-driven program), it is the number of messages queued on thisregion’s
BALG. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)
SEGMENT
SNGL SEG for single segment or MULTSEG for multiple segment. (Thisfield
does not apply to DBCTL threads, region types DBT and ODB.)
SPA LEN
Length of a conversational transaction’s SPA (scratch pad area). If the transaction
code is not conversational, this field is blank.
TOT DEQ
Total number of messages processed for this transaction code since IMS cold start.
For MDPs, the number of messages dequeued from this region's BALG.
Note:  Thiscounter wraps to zero after reaching 32K.
Area8
--------------------------- PROGRAM 1SOLATION ACTIVITY=m—m oo e
TEST Q COMMAND SHR/UPD EXCLUSIVE
ENQ 14 0 10 0
DEQ 11 0 7 0
CURQ 3 0 3 0
WALT 0 0 0 0

This areashows IMS program isolation (Pl) statistics for the transaction currently running.

These statistics give you the amount of segment-locking activity an application is doing. They
are not reset until the transaction terminates. If the application processes multiple transactions
in one scheduling, these statistics include the activity of transactions processed earlier in the
scheduling.

The columns in this area of the display show the IMS request type. The rows show the type of
activity. To interpret the datain this area of the display, look at the row to see the type of
activity, then look at the column for the request type. For example, Row 1, Column 1 showsthe
number of TEST ENQs and Row 2, Column 3 shows the number of SHR or UPD DEQs.

The request types are:

TEST
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Test enqueues areissued by IMS to determine if aresourceis currently held by
another task. Test enqueues do not result in alock being acquired. They may
optionally reguest to wait for a resource to become available before control is
returned to them.

Q Command
These are segment reservation requests made by the application program using the
Q command code in the segment search argument (SSA).

SHR/UPD
These are normal enqueue requests to lock a database segment. SHR locks are for
reads (with integrity) and UPD locks are for updates, deletes, and inserts. The
statistics for SHR and UPD are not reported separately, because lock requests are
combined into one number by IMS.

Exclusive
These are exclusive enqueues. They are issued by IMS administrative tasks that are
not related to database segment level requests. Examples of these types of requests
are data set opens and extends. They also are used for Fast Path databases whenever
two or more regions need a particular control interval or the use of the overflow
buffers.

The types of activity reported include:

ENQ
Number of enqueue requests since transaction code scheduling to acquire a
resource lock.

DEQ
Number of dequeue requests since transaction code scheduling to release aresource
lock.

CURQ

Number of current enqueue requests cal culated by subtracting the number of
dequeues from the number of enqueues. This only approximates the number of
currently held enqueues, because:

*  Somedequeue requests only demote alock from UPD (update) to SHR (share).
The request is counted as a dequeue, but the application still holds alock.

e At synchronization point time, all enqueues are rel eased and are not counted as
degueues. These statistics are not reset until the application program
terminates. Thus, the CURQ field may be too high if multiple transactions are
processed in the same scheduling.

«  The exclusive dequeue count can be larger than the exclusive engueue count,
because the dequeue count at synchronization point may include resources that
were not counted as enqueues.
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WAIT
Number of times the application had to wait since transaction code scheduling for
an enqueue to be granted.

—— Tuning Tip

To identify an application doing a database scan, look for increasing countsin the ENQ and
DEQ rows and no change in count in the CURQ row for the SHR/UPD column.

Area9
——————————————————————————— SYSTEM ACTIVITY-----------RGN ELAPSED 01:30:04
EXEC IN... DLI-SAS TCB CPU.... 1,740 DOMAIN. . ... 1
ASID...... 11 SRB CPU.. .. 234 PERF GR.... 13
PRIORITY.. 238 CPU SRV.... 10968 PERF PD. ... 1
SWAP...... NON-SWAP 10 SRV..... 3555

MSO SRV.... 6

This area shows general information about the region in relation to the operating system. The
descriptions are arranged in al phabetical order.

ASID
0S/390 address space identification number.
CPU SRV
Total CPU service units for this address space.
DOMAIN
Address space domain used by SRM. N/A is shown if WLM isin goa mode.
EXEC IN
Execution isin the control or dependent region:
ALC Currently executingin a TCB for IMSinterna use
ALM Currently executing in a selective dispatching TCB (application
program maintaining LU 6.2 conversation for along time)
BMP Currently executing under a batch message processing region TCB
CTL Currently executing in the control region TCB
CTX Currently executing under a control region auxiliary TCB
DBT Currently executing under aDBCTL (CICS attachment) region TCB
DCC Currently executing under a DCCTL management TCB
DLG Currently executing in the DASD log TCB
DLI Currently executing in a TCB in the DL/I address space
DRA Currently executing under a database resource adapter thread
(DBCTL connection) TCB
DRC Currently executing in a database recovery processing TCB
DTT Currently executing in a TCB for IMSinterna use
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DYA
DYD
DYS

ESI
ESS
IFP
JBP
JMP
LRD
LRM
LSD
LUM
MOD
MPP
ODM
OoDS
all
oIC
OIM
RCF
RDS
RLM

T™MC
TRA
XCF

XFP

Currently executing in adynamic allocation TCB
Currently executing in aTCB for IMSinterna use

Currently executing in a dynamic control services TCB (dynamic
allocation service in the DL/I subordinate address space)

Currently executing in an external subsystem interface TCB
Currently executing an external subsystem request TCB
Currently executing under a Fast Path region TCB

Currently executing under a Java batch message processing TCB
Currently executing under a Java message processing TCB
Currently executing in aTCB for IMS internal use

Currently executing in aTCB for IMS internal use

Currently executing in alocal storage management TCB
Currently executing in an APPC request management TCB
Currently executing in an IMS control, MODIFY TCB
Currently executing under a message processing region TCB
Currently executing under the ODBA syncpoint mother TCB
Currently executing under an ODBA syncpoint daughter TCB
Currently executing under the OTMA initialization TCB
Currently executing under the OTMA control TCB

Currently executing under an OTMA member TCB

Currently executing under the allocate RCF TCB

Currently executing in arestart data set processing TCB
Currently executing in an IRLM request processing TCB
Currently executing in arestart processing TCB

Currently executing in the online recovery service daughter TCB
Currently executing in the online recovery service main TCB
Currently executing in the shared queues SQ1 TCB

Currently executing in the shared queues SQ2 TCB

Currently executing in a storage compression TCB

Currently executing in a storage management TCB (job step TCB)
Currently executing in atime controlled option (TCO) TCB
Currently executing in an IMS trace processing TCB

Currently executing in an Extended Communication Facility (LU 6.2)
TCB

Currently executing in a Fast Path common services TCB
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XX=? Displayed when an unknown task ID (TCB) is encountered

The unknown task ID replaces xx (contact BMC Software Customer
Support).

10 SRV
Total 1/0 service units for this address space.

MSO SRV
Total main storage service units for this address space.

PERF GR
Address space performance group used by SRM. N/A is shown if WLM isin goal
mode.

PERF PD
Address space current performance period used by SRM. N/A is shown if WLM is
in goal mode.

PRIORITY
Current priority of this address space on the dispatch queue. N/A is shown if WLM
isin goa mode.

RGN ELAPSED
Elapsed time the region has been active (current time - region start time) expressed
in hours, minutes, and seconds (hh:mm:ss).

SRB CPU
Total region SRB CPU time expressed in seconds.
SWAP
Current swapping status of the address space:
IN Swapped in
NON-SWAP  Nonswappable
ouT Swapped out
TCB CPU
Total region TCB CPU time expressed in seconds.
Area 10
--------------------------- PAGING ACTIVITY oo oo mmmmmmmmme
WRK out...." 25 INT PGO.... 2,494 VIO PGO.... 0
FRAMES. .. .. 6 INT RCL.... 405 VIO RCL.... 0
SLOTS...... 43 SWAPCNT. . .. 0 SLT VIO.... 4,440
COM PGI.... 11,042 COM RCL.... 346 STOLEN. . ... 4,145
END OF DATA

This area shows a summary of paging activity in the region. The descriptions are arranged in
alphabetical order.

Paging counts refer to the current SRM interval (time since last swap-in). These count fields

are blank when the corresponding address space is swapped out. When the region is
nonswappable, the counts are totals accumulated since the region started.
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COM PGl
Number of page-insin the common area (CSA/LPA) for this address space during
thisinterval.

COM RCL
Number of page reclaimsin the common area (CSA/LPA) for this address space
during thisinterval.

FRAMES
Number of page frames of real storage currently allocated to this address space.

INT PGI
Number of page-ins during thisinterval.

INT PGO
Number of page-outs during this interval.

INT RCL
Number of page reclaims during thisinterval.

SLOTS
Number of pages (slots) of direct access storage on the paging device that is
allocated to this address space. The number includes V1O and non-V10 doats.

SLT VIO
Number of pages (slots) of direct access storage on the paging devices that are
allocated to this address space for VIO.

STOLEN
Number of pages stolen for this address space during thisinterval.

SWAPCNT
Number of times this address space has been swapped out. Even though the regions
are marked nonswappabl e, they may swap during initialization. After this, the count
remains the same.

VIO PGI
Number of page-insfor VIO during thisinterval.

V10 PGO
Number of page-outsfor VIO during thisinterval.

VIO RCL
Number of VIO page reclaims during thisinterval.

WRK IN
Number of page frames last swapped in.

WRK OUT
Number of page frames last swapped out.
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DREGN - Region Detail (No Event Collector Data)

BMC SOFTWARE---———————————- IMS DETAIL REGION ~  ————ommmeme PERFORMANCE MGMT
SERV ==> DREGN  INPUT  10:42:38 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> 002 ROW 1 OF 40 SCROLL=> CSR
EXPAND: DLISTPI LUSRD CICSDB2 GOTO( DC DL 1 OTHR FP DB2 PSB P SYS PAGING)
PF10/11 FOR PREV/NEXT REGION
RGNID. . ... 2 STATUS.... ACTV-USR ENQ TIME.. 10:42:36
JOB NAME.. MPPRGN2 TRANCODE. . DLZZ TRN ELAP.. 200ms
TYPE...... MPP PSB....... STBCUSR AGN. . ..... PAYROLL
MSG SWITCH 0 LTERM. . . .. T002 CLASS. >1 3 5 2
SEQ BF USG 0 USER. .. ... CIR11 DB2STAT. .. DB2D-CON
---------------------------- DC CALL ACTIVITY=mmm oo mm oo
MSG GU. .. 0 MSG OTHER. 0 PROCLIM. . 0
MSG GN. .. 0 MSG PURG-. . 0 CMD....... 0
CHKPT. . ... 0 MSG ISRT. . 0 GET CMD. .. 0
---------------------------- DL/1 CALL ACTIVITY--------- DL/I TOT.. 10
DB GU..... 1 DB GNP.... 0 TRAN PROC. 0
DB GHU. .. 0 DB GHNP. .. 0 DB ISRT... 0
DB GN..... 9 DEDB...... 0 DB REPL... 0
DB GHN. .. 0 MSDB. .. ... 0 DB DLET... 0
---------------------------- OTHER CALL ACTIVITY=mm oo oo mm oo
CMD....... 1 SETO...... 0 APSB...... 0
GCMD. . . . .. 2 SETS. ... 3 DPSB. .. ... 0
ICMD. ... .. 0 SETU...... 0 INIT...._. 0
RCMD. . . ... 0 ROLB...... 0 INQY...... 0
GMSG. . . . .. 0 ROLS...... 0 AUTH...... 0
CHNG. .. ... 0 XRST.o... 0 DB DEQ.. .- 0
---------------------------- FP ACTIVETY o m e e e
NBA........ 10 DATABASE  AREA RBA ENQ
OBA........ 10 CUSTDB CUSTDBO1  0015BA00 SHR
USED....... 2 CUSTDB CUSTDBO2 00263300 EXE
CUSTADD CUSTADD1 ~ 00B19300 SHR
---------------------------- PSB/TRANSACT ION= == == - m - m oo
PSB SIZE.. 968 MODE. . . . .. SNGL CONVERS. - . NO
PSB WA. ... 2520 SEGMENT. .. SNGLSEG SPA LEN... 0
PROCLIM. .. 0 QUEUED. . .. 0 PRIORITY. . 0
AVG LENG. .. 200 TOT DEQ. ... 0
---------------------------- PROGRAM ESOLATION ACTIVITY=mmmmmmmmmmmmmmmme
TEST Q COMMAND SHR/UPD EXCLUSIVE
ENQ 0 0 10 1
DEQ 0 0 9 1
CURQ 0 0 1 0
WAIT 0 0 0 0
--------------------------- SYSTEM ACTIVITY-------------RGN ELAPSED 01:30:04
EXEC IN... DLI-SAS TCB CPU.... 1,740 DOMAIN. . . . . 1
ASID...... 11 SRB CPU. ... 234 PERF GR.... 13
PRIORITY. 238 CPU SRV.... 10968 PERF PD. ... 1
SWAP. .. ... NON-SWAP 10 SRV..... 3555
MSO SRV.... 6
---------------------------- PAGING ACTIVITY—mm oo
WRK IN. ... 0 INT PGI. .. 0 VIO PGI. .. 0
WRK OUT. .. 0 INT PGO. .. 0 VIO PGO. .. 0
FRAMES. . . . 0 INT RCL... 0 VIO RCL... 0
SLOTS. . ... 0 SWAPCNT. . . 1 SLT VIO. .. 0
COM PGI . . 5 COM RCL... 0 STOLEN. . .. 5434
END OF DATA
Description: This version of DREGN shows you what transaction is currently

running and the cumulative DL/ statistics and total resource usage
since the PSB was scheduled in adependent region. You can usethe
statistics to see region activity details about a transaction such as

transaction arrival time into the input queue and elapsed time, total
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Color:

Select Code:

number of DL/I or Fast Path callsissued since PSB scheduling, and
asummary of paging and operating system activity for that region.

The DREGN version shown in “DREGN - Region Detail (Event
Collector Data)” on page 125 uses the information produced by the
Event Collector to provide region activity details about the work
being performed by the transaction currently running.

Those detail s comprise resource usage statistics for that transaction
instance rather than cumulative since PSB scheduling.

The statistics from that version are more extensive, including DB2
data, and the version is available only when the Event Collector is
active.

You access this detailed region display:
¢ Fromthe REGNS display

— Movethe cursor to arow (region) in the display and press
ENTER.

Detailed information about the region you selected is
shown.

— Movethe cursor to DREGN in the EXPAND line of the
display and press ENTER.

Detailed information about the region in the first row of
the REGNS display is shown.

e Fromthe Analyzer Service List (Primary Menu Option 1)
— Select DREGN or REGND and press ENTER.
¢ Fromthe SERV field of any display.

— Enter DREGN or REGND with aregion ID asthe
parameter.

If you have a color monitor:

Turquoise Indicates normal values.

Blue Indicates an EXPAND or GOTO option that
cannot be used.

Yellow Indicates error messages.

Pink Highlights the following message when aWFI or

pseudo-WFI transaction iswaiting for input:

[PSEUDO] WFI TRAN WAITING - DATA IS
FROM LAST TRANSACTION

DREGN or REGND
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Parameter:

Expand:

Hyperlink:

GOTO:

Enter:
nnn
where nnn represents a 1- to 3-character numeric region ID.

You can use the PF10 key to display a previous region or the PF11
key to display the next region.

The display can EXPAND to other services by moving the cursor to
the following fields and pressing ENTER:

DLIST DL/I Call Status display showing DL/I call
details for the displayed region.

Pl Program Isolation display showing pool space
and enqueue summaries for the displayed region.
If Pl isnot the IMS lock manager, thisfield
cannot be used. It is blue on a color terminal and
low intensity on a monochrome terminal, which
indicates that it is not available.

LUSRD The LUSRD Lock User Detail display showing
lock information for the displayed region. If
IRLM is not the IMS lock manager, thisfield is
blue on a color terminal and low intensity on a
monochrome terminal.

If MAINVIEW for CICSisinstalled and the transaction isa CICS
transaction, you can link to the TASKXPND servicein
MAINVIEW for CICS by using the CICS field in the EXPAND
line.

If MAINVIEW for DB2 isinstalled and a transaction has an active
DB2 thread, you can link to the DUSER servicein MAINVIEW for
DB2 by using the DB2 field in the EXPAND line.

You also can go to a specific area by moving it to the top of the
display. Move the cursor to any of the following GOTO fieldsin
the EXPAND line and press ENTER:

Notes:

» If anareaof thedisplay cannot be accessed by this method, the
fields are blue on a color terminal and low intensity on a
monochrome terminal.

» If thereisno activity to be displayed, that area of the display
does not appear. For example, if aregion does not use Fast
Path databases, the FP ACTIVITY area of the display is not
shown.

DC DC CALL ACTIVITY

DLI DL/l CALL ACTIVITY
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FP FPACTIVITY

OTHR Other types of DL/I callsthan those shown by
DL/l CALL ACTIVITY
PSB PSB/TRANSACTION
Pl PROGRAM ISOLATION ACTIVITY
SYS SYSTEM ACTIVITY
PAGING PAGING ACTIVITY
Sorting: This display cannot be sorted.
Scralling: You can scroll the display by:

e Using PF keysto scroll the display up or down.

*  SelectingaGOTO field which selectsadisplay areaand scrolls
it to the top as described in “GOTO:”.

Field Descriptions: Each of the fields is shown and described below by display area.
Areal
RGNID.. ... 2 STATUS.... ACTV-USR ENQ TIME.. 10:42:36
JOB NAME.. MPPRGN2 TRANCODE. . DLZZ TRN ELAP.. 200ms
TYPE...... MPP PSB....... STBCUSR AGN....... PAYROLL
MSG SWITCH 0 LTERM. .. .. T002 CLASS. >1 3 5 2
SEQ BF USG 0 USER...... CIR11 DB2STAT... DB2D-CON

This area shows general information about the application program activity in the region for
the transaction currently processing. The descriptions are arranged in alphabetical order.

AGN
Name of the application group assigned to thisregion (if any).

CLASS
Classes defined for the region. The currently active classis shown by a> character
preceding the class. (Thisfield does not apply for aTY PE of DBT or ODB and for
all Fast Path types, including MDP and NDP)

DB2STAT

DB2 connection status for the region. If the region is not connected to DB2, this
field is blank. If the region is connected to a DB2 subsystem, the first half of the
DB2 status message shows the DB2 subsystem name. The second half of the
message shows the connection status:

-CON IMS connects this region to DB2 if a connection is available and the
EXEC parameter SSM (to establish a DB2 connection) is valid.
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-SON The application is signed on and arecovery token is assigned by DB2
if the EXEC parameter SSM isvalid, the connection is successful,
and the application issues a DB2 request.

-THD IMS had a thread with DB2 when it processed the EXEC parameter
SSM to establish a connection to DB2.

ENQ TIME
Time when the transaction currently being processed was submitted (hh:mm:ss).
this value is the time of the originating terminal input transaction for message
switches. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

JOB NAME
Job name or started task procedure name of the region.

LTERM
LTERM name of the termina where this transaction was submitted.
MSG SWITCH
Number of message switches to generate this transaction. (Thisfield does not
apply to DBCTL threads, region types DBT and ODB.)
PSB
PSB name of the application program currently being processed.
RGNID
Region identifier assigned to thisregion by IMS.
SEQ BF USG
Sequentia buffer usage for thisregion in kilobytes.
STATUS
Region status:
ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.

ACTV-DB2 Activein DB2 (Event Collector must be active).
ACTV-DBR Region activein DBRC.

ACTV-DLI Region activein DL/I.

ACTV-MQS Region activein MQSeries (Event Collector must be active).
ACTV-SCH Region active in nonspecific CREATE THREAD process.
ACTV-USR Region active in the application program.

IDLE Region waiting for non-WFI input to process.

IDLE-HOT Pseudo-WFI region waiting for input from the same transaction.
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IDLE-WFI

INACTIVE

OPENING

SCH-BLR

SCH-BLKM

SCHDULE

TERMINAT

WAIT-AQI

WAIT-BKO

WAIT-BLKM

WAIT-BML

WAIT-DLI

WAIT-INT

WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

Region waiting for WFI or Fast Path BALG input to process.

Region defined but not started (not yet signed on).
Theregion has initialized or started to initialize but has not

completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completes the first CREATE THREAD.

Region in first CREATE THREAD process.

Region in scheduling (active in block loader 1atch).

Region in scheduling (active in block mover).

Region in scheduling (CREATE THREAD).

Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with the
wait option and DFSAOEQOQ has no message to return to it at that
time.

Region currently in wait, but dynamic backout in progress.

Region waiting in block mover.

Region in scheduling (waiting for block mover latch).
The block mover latch comprises several smaller latches. Usethe

LATCH service to determine which BML latch aregionis
waiting for.

Region waiting for DL/I.

Region in scheduling (waiting for database intent).

Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for apending /DBD or /DBR command to
complete.

Region waiting for DBRC.
Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB poal).
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WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

WTF-OBA

WTF-OCL

WTF-RSL

WTF-SEG

WTF-SYNC

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.
Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB area lock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that is waiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
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information about data capture exits, seethe IBM System Administration
Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.

TRANCODE
Name of the transaction currently being processed.

TRN ELAP
Current time minus the transaction start time.

Note:  If you have more than one system clock set, they must be synchronized for
TRN ELAP to be accurate.

TYPE
Type of region processing the transaction:

BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.

BMO Batch message processing region currently executing an OTMA
transaction.

BMP Batch message processing region.
BMW Wait-for-input BMP.

DBT DBCTL CICS thread.

FPU Fast Path utility region.
JBP Java batch message processing region.
IMI Java message processing region currently executing an implicit

APPC/IMS transaction.

MO Java message processing region currently executing an OTMA
transaction.

IMP Java message processing region.
IMW Wait-for-input IMP.
MDP Message-driven Fast Path region.

MPI M essage processing region currently executing an implicit APPC/IMS
transaction.

MPO M essage processing region currently executing an OTMA transaction.
MPP M essage processing region.

MPW Wait-for-input MPP.
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NDP Non-message-driven Fast Path region.

ODB DBCTL ODBA thread.

TPI M essage processing region currently executing an explicit CPI-C
program.
USER

ID of the user who submitted this transaction. For aDBCTL transaction, this value
isthe ID of the CICS user.

Area 2

———————————————————————————— DC CALL ACTIVETY oo

MSG GU. ... 0 MSG OTHER. 0 PROCLIM. . . 0

MSG GN. ... 0 MSG PURG. . 0 CMD....... 0

CHKPT..... 0 MSG ISRT.. 0 GET CMD. .. 0

This area shows the amount of DC call activity incurred by the transaction currently
processing. The descriptions are arranged in alphabetical order.

CHKPT
Number of checkpoint calls issued by this transaction.

CMD
Number of command callsissued by this program since PSB scheduling.

GET CMD
Number of GET command calls issued by this program since PSB scheduling.

MSG GN
Number of MESSAGE GET NEXT calls issued by this program since PSB
scheduling. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

MSG GU
Number of MESSAGE GET UNIQUE callsissued by this program since PSB
scheduling. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

MSG ISRT
Number of MESSAGE INSERT callsissued by this program since PSB scheduling.
For MDPs, this value does not include I/O PCB ISRTs. (Thisfield does not apply
to DBCTL threads, region types DBT and ODB.)

MSG OTHER
Number of DC DL/I calls other than GU, GN, CHKPT, PURG, and | SRT.
The number includes system service calls, such as SETS and ROLS, and AO
application calls, such asCMD and GCMD. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

Chapter 12. Region Displays 153



154

MSG PURG
Number of MESSAGE PURGE callsissued by this program since PSB scheduling.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)

PROCLIM
Processing limit count (PROCLIM). Number of transactions that can be processed
by this program in one scheduling. If thereisno processing limit, thisfield is blank.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)

Area 3

———————————————————————————— DL/1 CALL ACTIVITY--------- DL/I TOT.. 10
DB GU..... 1 DB GNP.... 0 TRAN PROC. 0
DB GHU 0 DB GHNP. .. 0 DB ISRT... 0
DB GN..... 9 DEDB. ..... 0 DB REPL. .. 0
DB GHN 0 MSDB...... 0 DB DLET... 0

This area shows the amount of DL/I call activity incurred by the transaction currently
processing. The descriptions are arranged in alphabetical order.

Note: If the TRAN PROC valueis greater than 1, the database (DB) counts are cumul ative
since the start of this PSB scheduling.

DB DLET
Number of DELETE callsissued by this program against full function databases
since PSB scheduling.

DB GHN
Number of GET HOLD NEXT callsissued by this program against full function
databases since PSB scheduling.

DB GHNP
Number of GET HOLD NEXT within PARENT callsissued by this program
against full function databases since PSB scheduling.

DB GHU
Number of GET HOLD UNIQUE callsissued by this program against full function
databases since PSB scheduling.

DB GN
Number of GET NEXT callsissued by this program against full function databases
since PSB scheduling.

DB GNP
Number of GET NEXT within PARENT calls issued by this program against full
function databases since PSB scheduling.

DB GU
Number of GET UNIQUE callsissued by this program against full function
databases since PSB scheduling.

DB ISRT

Number of INSERT callsissued by this program against full function databases
since PSB scheduling.
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DB REPL
Number of REPLACE callsissued by this program against full function databases
since PSB scheduling.

DL/l TOT
Total number of DL/I database callsissued by this program since PSB scheduling.

DEDB
Total callsissued against DEDB databases since PSB scheduling.
MSDB
Total callsissued against MSDB databases since PSB scheduling. (Thisfield does
not apply to DBCTL threads, region types DBT and ODB.)
TRAN PROC
Number of transaction code messages this program processed. If thisvalueis
greater than 1, the database counts are cumulative since the start of this PSB
scheduling.
Area 4
———————————————————————————— OTHER CALL ACTIVITY=—mm oo
CMD....... 1 SETO...... 0 APSB......
GCMD. .. ... 2 SETS...... 3 DPSB...... 0
ICMD. .. ... 0 SETU...... 0 INIT...... 0
RCMD. .. ... 0 ROLB...... 0 INQY......
GMSG. .. ... 0 ROLS...... 0 AUTH...... 0
CHNG. .. ... 0 XRST...... 0 DB DEQ 0

This area shows the amount of IMS call activity, other than the calls shown by the “DL/I
CALL ACTIVITY” section, incurred by the transaction currently processing. The descriptions
are arranged in alphabetical order.

APSB
Number of ALLOCATE PSB callsissued by this program.
AUTH
Number of AUTHORIZATION callsissued by this program since PSB scheduling.
CHNG
Number of CHANGE DC callsissued by this program since PSB scheduling.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)
CMD
Number of AO application COMMAND callsissued by this program since PSB
scheduling.
DB DEQ
Number of DATABASE DEQUEUE calls issued by this program since PSB
scheduling.
DPSB

Number of DEALLOCATE PSB callsissued by this program.
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GCMD
Number of AO application GET COMMAND calls issued by this program since

PSB scheduling.
GMSG
Number of AO application GET MESSAGE callsissued by this program since PSB
scheduling.
ICMD
Number of AO application ICMD callsissued by this program since PSB
scheduling.
INIT
Number of INIT callsissued by this program since PSB scheduling.
INQY
Number of INQUIRY callsissued by this program since PSB scheduling.
RCMD
Number of RETRIEVE COMMAND calls issued by this program since PSB
scheduling.
ROLB
Number of ROLLBACK callsissued by this program since PSB scheduling.
ROLS
Number of ROLLBACK TO SETS/SETU callsissued by this program since PSB
scheduling.
SETO
Number of SET OPTIONS calls issued by this program since PSB scheduling.
SETS
Number of SET BACKOUT POINT callsissued by this program since PSB
scheduling.
SETU
Number of SET UNCONDITIONAL callsissued by this program since PSB
scheduling.
XRST
Number of EXTENDED RESTART callsissued by this program since PSB
scheduling.
Area’
---------------------------- FP ACTIVITY oo oo
NBA........ 10 DATABASE  AREA RBA ENQ
OBA........ 10 CUSTDB CUSTDBO1  0015BA00 SHR
USED. ...... 2 CUSTDB CUSTDBO2 00263300 EXE
CUSTADD CUSTADD1  00B19300 SHR

This area shows the region Fast Path call activity for the transaction currently processing.
The descriptions are arranged in alphabetical order.
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NBA
Number of buffers defined for Normal Buffer Allocation.

OBA
Number of buffers defined for Overflow Buffer Allocation.

USED
Total buffers used. If thistotal is greater than the NBA value, the extra buffers are
taken from the overflow buffer allocation.

The following fields display the first 10 Fast Path database locks held by this region. They
show the Fast Path database activity that is occurring for this transaction.

AREA
Fast Path database area being accessed by this transaction.
DATABASE
Fast Path database being accessed by this transaction.
ENQ
ENQ type, which can be either SHR (read) or EXE (update).
RBA
IMS resource ID being locked. For Fast Path DEDBS, this value is the high-order
three bytes of the control interval RBA.
Area 6
———————————————————————————— PSB/TRANSACTION -~ = —— = m oo
PSB SIZE.. 968 MODE...... SNGL CONVERS. . . NO
PSB WA. ... 2520 SEGMENT. .. SNGLSEG SPA LEN... 0
PROCLIM. . . 0 QUEUED. . .. 0 PRIORITY. . 0
AVG LENG... 200 TOT DEQ. ... 0

This area shows general information about the application program activity and the transaction
currently processing. The descriptions are arranged in alphabetical order.

AVG LENG
The average length of all input messages received with this transaction code
(as calculated by the IMS queue manager). For MDPs, thisvalueis 0. (Thisfield
does not apply to DBCTL threads, region types DBT and ODB.)

CONVERS
Indicates whether this transaction is a conversational transaction (Y ES) or not
(NO). Itisblank for Fast Path regions.

MODE
Transaction mode, which can be SNGL or MULT. An IMS synchronization point
occurs at each request for a new message (SNGL) or only at program termination
(MULT). (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

PRIORITY

Current scheduling priority of this transaction.
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PROCLIM
Processing limit count (PROCLIM). Number of transactions that can be processed
by this program in one scheduling. If thereis no processing limit, thisfield is blank.

PSB SIZE
Total space in bytes used by this program in the PSB pool. This may include the
size of the PSB (if not resident), the intent list (if not resident), and a copy of the
PDIR (PSB directory entry) if needed for parallel scheduling. If the PSB is resident
and not parallel-scheduled, this value is zero.

Note:  Thisvalueincludes the size of the PSB in the CSA pool.

PSB WA
Size of the work area required by this program in the PSB work pooal.
QUEUED
Number of currently queued input messages for this transaction code. For MDPs
(message-driven program), it is the number of messages queued on thisregion’s
BALG. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)
SEGMENT
SNGL SEG for single segment or MULTSEG for multiple segments. (Thisfield
does not apply to DBCTL threads, region types DBT and ODB.)
SPA LEN
Length of a conversational transaction’s SPA (Scratch Pad Area). If the transaction
code is not conversational, this field is blank.
TOT DEQ
Total number of messages processed for this transaction code since IMS cold start.
For MDPs, the number of messages dequeued from this region's BALG.
Note:  This counter wraps to zero after reaching 32K.
Area7
———————————————————————————— PROGRAM ISOLATION ACTIVITY=—mmm oo
TEST Q COMMAND SHR/UPD EXCLUSIVE
ENQ 0 0 10 1
DEQ 0 0 9 1
CURQ 0 0 1 0
WALT 0 0 0 0

ThisareashowsIMS program isolation (Pl) statisticsfor the transaction currently running.

These statistics give you the amount of segment-locking activity an application is doing. They
are not reset until the transaction terminates. If the application processes multiple transactions
in one scheduling, these statistics include the activity of transactions processed earlier in the
scheduling.

The columns in this area of the display show the IM S request type. The rows show the type of
activity. To interpret the datain this area of the display, look at the row to see the type of
activity, then look at the column for the request type. For example, Row 1, Column 1 shows
the number of TEST ENQs and Row 2, Column 3 shows the number of SHR or UPD DEQs.
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The request types are:

TEST

Test enqueues areissued by IMS to determine if aresourceis currently being held
by another task. Test enqueues do not result in alock being acquired. They may
optionally reguest to wait for a resource to become available before control is
returned to them.

Q Command

SHR/UPD

Exclusive

These are segment reservation requests made by the application program using the
Q command code in the segment search argument (SSA).

These are normal enqueue requests to lock a database segment. SHR locks are for
reads (with integrity) and UPD locks are for updates, deletes, and inserts.

The statistics for SHR and UPD are not reported separately, because lock requests
are combined into one number by IMS.

These are exclusive enqueues. They are issued by IMS administrative tasks that are
not related to database segment level requests. Examples of these types of requests
are data set opens and extends. They also are used for Fast Path databases whenever
two or more regions need a particular control interval or the use of the overflow
buffers.

The types of activity reported include:

ENQ

DEQ

CURQ

WAIT

Number of enqueue requests since transaction code scheduling to acquire a
resource lock.

Number of dequeue requests since transaction code scheduling to release aresource
lock.

Number of current enqueue requests calculated by subtracting the number of
dequeues from the number of enqueues. This only approximates the number of
currently held enqueues, because:

«  Somedequeue requests only demote alock from UPD (update) to SHR (share).
The request is counted as a dequeue, but the application still holds alock.

« At synchronization point time, all enqueues are released and are not counted as
dequeues. These statistics are not reset until the application program
terminates. Thus, the CURQ field may be too high if multiple transactions are
processed in the same scheduling.

«  The exclusive dequeue count can be larger than the exclusive engueue count,
because the dequeue count at synchronization point may include resources that
were not counted as enqueues.

Number of times the application had to wait since transaction code scheduling for
an enqueue to be granted.
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—— Tuning Tip

To identify an application doing a database scan, look for increasing countsin the ENQ and
DEQ rows and no change in count in the CURQ row for the SHR/UPD column.

Area8
——————————————————————————— SYSTEM ACTIVITY---------—-RGN ELAPSED 01:30:04
EXEC IN... DLI-SAS TCB CPU.... 1,740 DOMAIN. . ... 1
ASID...... 11 SRB CPU.... 234 PERF GR.... 13
PRIORITY. . 238 CPU SRV.... 10968 PERF PD.... 1
SWAP...... NON-SWAP 10 SRV..... 3555

MSO SRV.... 6

This area shows general information about the region in relation to the operating system. The
descriptions are arranged in al phabetical order.

ASID
0S/390 address space identification number.

CPU SRV
Total CPU service units for this address space.

DOMAIN
Address space domain used by SRM. N/A is shown if WLM isin goa mode.

EXEC IN
Execution isin the control or dependent region:

ALC  Currently executing inaTCB for IMS internal use

ALM  Currently executing in a selective dispatching TCB (application program
maintaining LU 6.2 conversation for along time)

BMP  Currently executing under a batch message processing region TCB
CTL  Currently executing in the control region TCB

CTX  Currently executing under a control region auxiliary TCB

DBT  Currently executing under aDBCTL (CICS attachment) region TCB
DCC  Currently executing under aDCCTL management TCB

DLG  Currently executing in the DASD log TCB

DLI Currently executing in a TCB in the DL/I address space

DRA  Currently executing under a database resource adapter thread (DBCTL
connection) TCB

DRC  Currently executing in a database recovery processing TCB
DTT  Currently executinginaTCB for IMS internal use

DYA  Currently executing in adynamic allocation TCB

DYD  Currently executingin aTCB for IMS internal use
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DYS

ESI
ESS
IFP
JBP
JMP
LRD
LRM
LSD
LUM
MOD
MPP
ODM
OoDS
all
oIC
OIM
RCF
RDS
RLM

T™MC
TRA
XCF

XFP

XX=?

Currently executing in a dynamic control services TCB (dynamic
allocation service in the DL/I subordinate address space)

Currently executing in an external subsystem interface TCB
Currently executing an external subsystem request TCB
Currently executing under a Fast Path region TCB

Currently executing under a Java batch message processing TCB
Currently executing under a Java message processing TCB
Currently executing in aTCB for IMS internal use

Currently executing in aTCB for IMS internal use

Currently executing in alocal storage management TCB
Currently executing in an APPC request management TCB
Currently executing in an IMS control, MODIFY TCB
Currently executing under a message processing region TCB
Currently executing under the ODBA syncpoint mother TCB
Currently executing under an ODBA syncpoint daughter TCB
Currently executing under the OTMA initialization TCB
Currently executing under the OTMA control TCB

Currently executing under an OTMA member TCB

Currently executing under the allocate RCF TCB

Currently executing in arestart data set processing TCB
Currently executing in an IRLM request processing TCB
Currently executing in arestart processing TCB

Currently executing in the online recovery service daughter TCB
Currently executing in the online recovery service main TCB
Currently executing in the shared queues SQ1 TCB

Currently executing in the shared queues SQ2 TCB

Currently executing in a storage compression TCB

Currently executing in a storage management TCB (job step TCB)
Currently executing in atime controlled option (TCO) TCB
Currently executing in an IMS trace processing TCB

Currently executing in an Extended Communication Facility (LU 6.2)
TCB

Currently executing in a Fast Path common services TCB

Displayed when an unknown task ID (TCB) is encountered

The unknown task ID replaces xx (contact BMC Software Customer
Support).
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10 SRV
Total 1/0 service units for this address space.

MSO SRV
Total main storage service units for this address space.

PERF GR
Address space performance group used by SRM. N/A is shown if WLM isin goal
mode.

PERF PD
Address space current performance period used by SRM. N/A is shown if WLM is
in goal mode.

PRIORITY

Current priority of this address space on the dispatch queue. N/A is shown if WLM
isin goal mode.

RGN ELAPSED
Elapsed time the region has been active (current time - region start time) expressed
in hours, minutes, and seconds (hh:mm:ss).

SRB CPU
Total region SRB CPU time expressed in seconds.
SWAP
Current swapping status of the address space:
IN Swapped in
NON-SWAP  Nonswappable
ouT Swapped out
TCB CPU
Total region TCB CPU time expressed in seconds.
Area9
———————————————————————————— PAGING ACTIVITY - oo oo
WRK IN.... 0 INT PGI... 0 VIO PGI. .. 0
WRK OUT... 0 INT PGO. .. 0 VIO PGO. .. 0
FRAMES. . . . 0 INT RCL... 0 VIO RCL... 0
SLOTS..... 0 SWAPCNT. .. 1 SLT VIO... 0
COM PGI ... 5 COM RCL. .. 0 STOLEN.. .. 5434
END OF DATA

This area shows a summary of paging activity in the region. The descriptions are arranged in
alphabetical order.

Paging counts refer to the current SRM interval (time since last swap-in). These count fields
are blank when the corresponding address space is swapped out. When the region is
nonswappable, the counts are totals accumulated since the region started.

COM PGI

Number of page-insin the common area (CSA/LPA) for this address space during
thisinterval.
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COM RCL
Number of page reclaimsin the common area (CSA/LPA) for this address space
during thisinterval.

FRAMES
Number of page frames of real storage currently allocated to this address space.

INT PGI
Number of page-ins during thisinterval.

INT PGO
Number of page-outs during this interval.

INT RCL
Number of page reclaims during thisinterval.

SLOTS
Number of pages (slots) of direct access storage on the paging device that is
allocated to this address space. The number includes V10O and non-VI10 dots.

SLT VIO
Number of pages (slots) of direct access storage on the paging devices that are
allocated to this address space for VIO.

STOLEN
Number of pages stolen for this address space during thisinterval.

SWAPCNT
Number of times this address space has been swapped out. Even though the regions
are marked nonswappabl e, they may swap during initialization. After this, the count
remains the same.

V10 PGI
Number of page-insfor VIO during thisinterval.

V10 PGO
Number of page-outsfor VIO during thisinterval.

VIO RCL
Number of VIO page reclaims during thisinterval.

WRK IN
Number of page frames last swapped in.

WRK OUT
Number of page frames last swapped out.
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REGNS - IMS Regions (Event Collector Data)

REGNS
Summary View
(Default view
when REGNS is
requested)
BMC SOFTWARE ———-----—————- IMS REGIONS - PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> S0=NA,V=SM ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR*
ID NAME TYP STATUS  PSB TRANCODE USR/LTRM DLI SQL LOCKS TRN-ELAP
------------------------------ B e e s T o o o T T
1 CICS3302 DBT IDLE
2 CICS3302 DBT SCHEDULE STBCUSR DLZZ 0 0 0 450ms
3 CICS3302 DBT IDLE
4 IMSM17X MPP IDLE
END OF DATA
REGNS
M essage View
BMC SOFTWARE--——==-===—=———- IMS REGIONS ~  ————mmmmme o PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:40:42 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=MSG ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR*
NAME TYP CL1 CL2 CL3 CL4 TRANCODE PRLIM QUEUED M-DEQ M-GN M-PRG M-ISR
----------------------- 4+ttt ————— Attt —mmm e e e e
CICS3302 DBT
CICS3302 DBT DLZZ 0 0 0 0 0 0
CICS3302 DBT
IMSM17X MPP 1 2 3 4
END OF DATA
REGNS
DLI View
BMC SOFTWARE--——==-===————- IMS REGIONS ~  ————mmmmme o PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:40:42 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=DLI ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR*
NAME TRANCODE #DB GU GN GHU GHN REPL ISRT DLET  TOT CHKP 1/0
-------- ettt ttt ———m e e e e e e e Attt e
MPPRGN2  SM4 2 4 2 0 0 0 0 0 6 0 0
MPPRGN3 LMZ200XX 1 1 2 0 0 0 0 0 3 0 1
CICSRGN1 DZ33 1 5 4 0 0 0 0 0 9 0 2
MPPRGN9 APPCPGM1 2 2 1 0 0 0 0 0 3 0 1
END OF DATA
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REGNS
DB2 View

BMC SOFTWARE--------

SERV ==> REGNS

PARM ==> SO=NA,V=DB2
VIEW: SM, MSG, DLI, DB2
PF10/11 FOR PREV/NEXT VIEW

NAME TRANCODE
———————— +Httttt
MPPRGN2 SM4
MPPRGN3  LMZ200XX
CICSRGN1 DZ33
MPPRGN9  APPCPGM1

IMS REGIONS ~ —————mmmm e PERFORMANCE MGMT
INPUT  10:40:42 INTVL=> 3 LOG=> N TGT==> IMSA
ROW 1 OF 4 SCROLL=> CSR
EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
*EVENT COLLECTOR*
FETCH OPEN ISRT2 DLET2 UPDT2 DDL DYN CNTL OTHER TOT2
————————————————————————————————————————————— ++4+++

1 0 0 0 0 0 0 0 0 1
4 1 0 0 0 0 0 0 0 5
0 0 0 0 0 0 0 0 0

END OF DATA

Description:

Thisvalue is the Event Collector version of the REGNS display.
If the Event Collector is not active, only the data shown by
“REGNS - IMS Regions (No Event Collector Data)” on page 187 is

displayed.

Thisversion of REGNS takes advantage of additional data
collected by the Event Collector. It shows IMS dependent region
activity and the work currently being performed by IMS for the
transaction currently processing. REGNS arranges this information
by views. For example, thereisa DL/l view that shows number of
databases accessed, counts for number of checkpoints, and the
number of I/Osincurred by atransaction.

The following views of dependent region activity for atransaction
are available when the Event Collector is active:

SM (summary) Shows status information about your active
regions and the transactions that are currently
executing. Thisisthe default display.

MSG (message)  Shows information related to scheduling and
the message queue.

DLI Shows information by region about transaction
DL/l database activity.

DB2 Shows information about a transaction's DB2

activity.

When the Event Collector is active, *EVENT COLLECTOR* is
shown in the fifth line of the REGNS display.

When the Event Collector is not active, REGNS is limited to the
amount of data it can display as shown by “REGNS - IMS Regions
(No Event Collector Data)” on page 187. Also, REGNS without the
Event Collector showsthe datafor the duration of aPSB scheduling
rather than for the transactions currently processing.
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Color: If you have a color monitor:

Blue Indicates the current view.

Red Highlights regions (rows) that are in await
state.

Turquoise Indicates normal values.

Yellow Indicates an error message.

Pink Indicates a WFI or pseudo-WFI transaction is

waiting for input. This affects the STATUS,
PSB, and TRANCODE columns.

Select Code: REGNS

Parameter: All the REGNS parameters, except for SORT and VIEW, act as
filtersthat restrict the information shown according to the criteria
specified by the parameter(s). SORT sorts the columnsin the
display by specified characters. VIEW shows the requested view of
REGNS data. The REGNS parameters can be used as follows:

»  Thefiltering parameters apply across all views. All views are
restricted by the specified parameter.

For example, if you enter:
TYPE=DBT
inthe DLI view, only the rowsfor DBCTL threads are

displayed. A filtering parameter can be used with any view
even though that view does not display the applicable field.

—— Tuning Tip

Use the NI or NOTIDLE parameter to see only those regions
that are currently processing transactions.

*  Multiple parameters must be separated by commas.
» A blank indicates the end of a parameter string.

»  Multiple resources with similar names can be regquested by
using an* character asageneric qualifier and a+ character asa
positional qualifier. The positional qualifier is repeated for
every character to be replaced. The generic qualifier replaces
all characters at the end of the parameter.

For example, aparameter of NAME=MP* shows all region names
that start with MP and have any character in the rest of the
name.

» If multiplefiltering parameters are entered, the regions
displayed must meet all the restrictions.

* |If one parameter invalidates another, an error messageisissued
without further processing.
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The following parameter descriptions are arranged al phabetically.
The descriptions begin with parameters that start with a special
character. Parameters containing a numeric character are first in
their alphabetical group.

#DEDB<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents the number of different DL/I
databases accessed. It displaysin each view only those regions with
transactions that have a DL/I database access count less than (<),
greater than (>), or equal to (=) the specified number.

ACIJACTCLASS=nnn|(nnn,...)

Where nnn represents a transaction class number. It displaysin
each view only those regions that are currently running a
transaction in the specified class(es). A maximum of four classes
can be specified.

AGN=XXXXXXXX

Where xxxxxxxxx represents the name of an application group. It
displaysin each view only those regions with a name that matches
the specified application group name. The application group name
for aregionis showninthe AGN field of the DREGN display.

CK|CHK P<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a checkpoint count. It displaysin each
view only those regions with transactions that have a total
checkpoint call count less than (<), greater than (>), or equal to (=)
the specified number.

Cl|CL1=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the first class equal to the
specified number.

C2|CL2=nnn

Where nnn represents atransaction class number. It displaysin each
view only those regions with the second class equal to the specified
number.

C3|CL3=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the third class equal to the
specified number.

C4|CL4=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the fourth class equal to the
specified number.
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CL|CLASS=nnn|(nnn,..)

Where nnn represents a transaction class number. It displaysin
each view only those regions that can process this class(es) of
transaction. A maximum of four classes can be specified.

CN|CNTL<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DB2 control-type SQL call count
(GRANT, for example). It displaysin each view only those regions
with transactions that have atotal DB2 control SQL count less than
(<), greater than (>), or equal to (=) the specified number.

DD|DDL<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DB2 Data Definition Language
(DDL) count. It displays in each view only those regions with
transactions that have atotal DB2 DDL count less than (<), greater
than (>), or equal to (=) the specified number.

DT|DLET<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DL/I database delete count. It
displaysin each view only those regions with transactions that have
a database delete count less than (<), greater than (>), or equal to
(=) the specified number.

D2|DLET2<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DB2 database delete count. It
displaysin each view only those regions with transactions that have
atotal DB2 delete count less than (<), greater than (>), or equal to
(=) the specified number.

DL |DLI<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnn represents the total DL/I call count. It displaysin each
view only those regions currently executing transactions with atotal
DL/I call count less than (<), greater than (>), or equal to (=) the
specified number.

DY [DY N<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DB2 dynamic call count. It displays
in each view only those regions with transactions that have a total
DB2 dynamic call count less than (<), greater than (>), or equal to
(=) the specified number.

GN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET NEXT and GET NEXT within
PARENT count. It displaysin each view only those regions with
transactions that have a database GN and GNP count less than (<),
greater than (>), or equal to (=) the specified number.
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GU<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET UNIQUE count. It displaysin
each view only those regions with transactions that have a database
GU count less than (<), greater than (>), or equal to (=) the
specified number.

HN|GHN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET HOLD NEXT and GET
HOLD NEXT within PARENT count. It displaysin each view only
those regions with transactions that have a database GHN and
GHNP count less than (<), greater than (>), or equal to (=) the
specified number.

HU|GHU<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET HOLD UNIQUE count. It
displaysin each view only those regions with transactions that have
adatabase GHU count lessthan (<), greater than (>), or equal to (=)
the specified number.

|O<nnnnnnnn[>nnnnnnnnj=nnnnnnnn

Where nnnnnnnn representsa DL/l 1/O count. It displaysin each
view only those regions with transactions that have atotal DI/l 1/0
count less than (<), greater than (>), or equal to (=) the specified
number.

ID<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a region number. It displaysin each
view only those regions with aregion number less than (<), greater
than (>), or equal to (=) the specified number.

[SISRT<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents an INSERT count. It displaysin each
view only those regions with transactions that have a database | SRT
count less than (<), greater than (>), or equal to (=) the specified
number.

[ 2]l SRT2<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DB2 INSERT count. It displaysin
each view only those regions with transactions that have a total
DB2 ISRT count lessthan (<), greater than (>), or equal to (=) the
specified number.

LO|LOCK S<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa Pl or IRLM engueue count.

It displays in each view only those regions currently executing
transactions with either outstanding Pl enqueues or IRLM locks
(if IMSIRLM is active) less than (<), greater than (>), or equal to
(=) the specified number.
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LT=XXXXXXXX

Where xxxxxxxx represents an LTERM name. It displaysin each
view only those regions processing transactions originating from an
LTERM that matches the specified LTERM name. Multiple regions
can be displayed by using an* or + qualifier; for example,
LT=SNL++060.

MD|M-DEQ<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message dequeue count. It displays
in each view only those regions with transactions that have a
message dequeue count less than (<), greater than (>), or equal to
(=) the specified number.

MG|M-GN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message GET NEXT count. It
displaysin each view only those regions with transactions with
message GN counts less than (<), greater than (>), or equal to (=)
the specified number.

MI|M-ISR<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message INSERT count. It displays
in each view only those regions with transactions that have a
message | SRT count less than (<), greater than (>), or equal to (=)
the specified number.

MP|M-PRG<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message PURGE count. It displays
in each view only those regions with transactions that have a
message PURG count less than (<), greater than (>), or equal to (=)
the specified number.

NA NAM E=XXXXXXXX

Where xxxxxxxxx represents aregion name. It displaysin each
view only those regions with a name that matches the specified
region name. Multiple regions can be displayed by using an * or +
qualifier; for example, NAME=*RGN1.

NI|NOTIDLE

It displays in each view only those regions that are not idle (active).

OP|OPEN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa DB2 OPEN cursor count. It displays
in each view only those regions with transactions that have a total
DB2 OPEN cursor count less than (<), greater than (>), or equal to
(=) the specified number.
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OT|OTHER<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a count of other DB2 SQL calls. It
displaysin each view only those regions with transactions that have
acount for DB2 SQL calls other than those defined for this display
that isless than (<), greater than (>), or equa to (=) the specified
number.

PL|PRLIM<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a region processing limit count. It
displaysin each view only those regions with transactions that have
aprocessing limit count less than (<), greater than (>), or equal to
(=) the specified number.

PSIPSB=xxxxxxxX

Where xxxxxxxxx represents a PSB name. It displaysin each view
only those regions with PSB names that match the specified name.
Multiple regions can be displayed by using an * or + qualifier; for
example, PSB=SM++0+00.

QU|QUEUED<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a transaction message input queue
count. It displaysin each view only those regions with transactions
that have a message input queue count that is less than (<), greater
than (>), or equal to (=) the specified number.

RE|REPL <nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a database REPLACE count. It
displaysin each view only those regions with transactions that have
adatabase REPL count less than (<), greater than (>), or equal to
(=) the specified number.

SE|SEL <nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a count of DB2 SQL SELECT and
FETCH calls. It displaysin each view only those regions with
transactions that have atotal SELECT and FETCH call count less
than (<), greater than (>), or equal to (=) the specified number.

SO|SORT=cc

Where cc represents any of the following two-character view
columns. The display is sorted by NAME by default. The sort
sequence is ascending for a phanumeric characters and descending
for numeric characters except for ID. The numeric region ID is
sorted in ascending sequence.

Tip
An easy way to sort isto move the cursor to the column heading
and press ENTER.
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The following SORT parameter descriptions are arranged
alphabetically. SORT keywords that start with a special
character are described first. Keywords containing a numeric
character arefirst in their alphabetical group. All views are
sorted as requested by the specified parameter.

Any of these keywords can be used in any view.

#D  Sortsthelist by #DB (descending).

CK  Sortsthelist by CHKPT (descending).

Cl1 Sortsthelist by CL1 (descending).

C2 Sortsthelist by CL2 (descending).

C3  Sortsthelist by CL3 (descending).

C4  Sortsthelist by CL4 (descending).

CN  Sortsthelist by CNTL (descending).

D2 Sortsthelist by DLET2 (descending).

DD Sortsthelist by DDL (descending).

DL Sortsthelist by DLI (descending).

DT Sortsthelist by DLET (DL/I database; descending).
DY Sortsthelist by DYN (descending).

GN Sortsthelist by GN (DL/I database; descending).
GU Sortsthelist by GU (DL/I database; descending).
HN  Sortsthelist by GHN (DL/I database; descending).
HU  Sortsthelist by GHU (DL/I database; descending).
12 Sortsthe list by ISRT2 (descending).

ID  Sortsthelist by ID (numeric region ID; ascending).
IO  Sortsthelist by I/O (descending).

IS  Sortsthelist by ISRT (DL/I database; descending).
LO Sortsthelist by LOCKS (descending).

LT  Sortsthelist by USR/LTRM (ascending).

MD  Sortsthelist by M-DEQ (descending).

MG Sortsthelist by M-GN (descending).

Ml  Sortsthelist by M-ISRT (descending).

MP  Sortsthelist by M-PRG (descending).

NA  Sortsthelist by NAME (default; ascending).

OP  Sortsthelist by OPEN (descending).

Sortsthe list by OTHER (descending).
Sortsthelist by PRLIM (descending).

Sortsthe list by PSB name (ascending).

Sortsthe list by QUEUED (descending).
Sortsthelist by REPL (DL/I database; descending).
Sortsthelist by SEL/FETCH (descending).
Sortsthe list by SQL (descending).

Sortsthelist by STATUS (ascending).

A8RARLAEPS
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T2  Sortsthelist by TOT2 (descending).

TE  Sortsthelist by TRN-ELAP (descending).

TO Sortsthelist by TOT (DL/I database; descending).
TR  Sortsthelist by TRANCODE (ascending).

TY  Sortsthelist by TYP (ascending).

U2 Sortsthelist by UPDT2 (descending).

US Sortsthelist by USR/LTRM (ascending).

SQISQL<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents an SQL call count. It displaysin each
view only those regions currently executing transactions with SQL
call counts less than (<), greater than (>), or equal to (=) the
specified number. Specify SQL>0 for any transaction that accesses
DB2.

ST|STATUS=

It displays in each view only those regions that meet the specified
criteria. Multiple regions can be displayed by using an * or +
qualifier. For example, you can select all:

e Activeregions by specifying ST=A*

» ldleregions by specifying ST=1D*

»  Waiting regions by specifying ST=Ww*

Any of the region statuses described on page 119 can be specified
with the STATUS parameter.

TO|TOT<nnn[>nnn|=nnn

Where nnn represents atotal DL/ database call count. It displaysin
each view only those regions with transactions that have a total
DL/I database call count less than (<), greater than (>), or equal to
(=) the specified number.

T2|TOT2<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents atotal DB2 SQL call count. It
displays regions with transactions that have atotal DB2 SQL count
less than (<), greater than (>), or equal to (=) the specified number.

TRITRANCODE=XXXXXXXX

Where xxxxxxxx represents a transaction code. It displaysin each
view only those regions that have transaction codes that match the
specified code. Multiple regions can be displayed by using an* or +
qualifier; for example, TR=+MZ200XX.

TE|[TRN-EL<nnn|>nnn|=nnn

Where nnn represents elapsed time in seconds. It displays regions
currently executing transactions that have an elapsed time less than
(<), greater than (>), or equal to (=) the specified time in seconds.
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TY|TY P=xxx

Where xxx represents a region type. Multiple regions can be
displayed by using an * or + qualifier; for example, TYP=M*.

The following type descriptions are arranged al phabetically:

BMI Displays batch message processing regions currently
executing an implicit APPC/IMS transaction.

BMO  Displays batch message processing regions currently
executing an OTMA transaction.

BMP  Displays batch message processing regions.
BMW  Displays wait-for-input BMP.

DBT  DisplaysDBCTL CICSthreads.

FPU Displays Fast Path utility regions.

JBP Displays Java batch message processing regions.

JMI Displays Java message processing regions currently
executing an implicit APPC/IMS transaction.

JMO  Displays Java message processing regions currently
executing an OTMA transaction.

JMP  Displays Java message processing regions.
JMW  Displays wait-for-input IMP.
MDP  Displays message-driven Fast Path regions.

MPI Displays message processing regions currently executing
an implicit APPC/IMS transaction.

MPO  Displays message processing regions currently executing
an OTMA transaction.

MPP  Displays message processing regions.

MPW  Displays wait-for-input MPP.

NDP  Displays non-message-driven Fast Path regions.
ODB Displays DBCTL ODBA threads.

TPI Displays message processing regions currently executing
an explicit CPI-C program.

U2|UPDT2<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DB2 update count. It displaysin
each view only those regions with transactions that have a total
DB2 update count less than (<), greater than (>), or equal to (=) the
specified number.

USJU SR=xxxxxXXX

Where xxxxxxxx represents a user ID. It displaysin each view
only those regions with user IDs that match the specified ID.
Multiple regions can be displayed by using an * or + qualifier; for
example, USR=CICS*,
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VIVIEW=SM|MSG|DLI|DB2
Displays the specified view:

SM Displays the REGNS summary status view (default).
MSG Displays the IMS/DC message view.
DLI Displaysthe DL/I database view.

DB2 Displays the DB2 database activity view.

View Selection: You can:
»  Enter the VIEW parameter in the PARM field.

*  Movethe cursor to the view you want in the VIEW line and
press ENTER.

e Useone of the following PF keys:
PF10 Displaysthe previous view.
PF11 Displaysthe next view.

Expand: The REGNS display can be EXPANDed by using the following
fields asindicated:

FSEL (+)
Indicates that at least one column has cursor-sensitive
fields. A string of + characters underneath a column name
means this column contains cursor-sensitive fields.
Moving the cursor to afield in that column and pressing
the ENTER key invokes arelated display for that field.
For example, if the cursor is at afield value under the DLI
column, pressing the ENTER key displaysthe DLIST
service with the correct region number as the parameter.
Columns with cursor-sensitive fields include:

DLI
The DLIST service showing DL/I call details can
be displayed with the region number as a
parameter.

TRANCODE
The TRANQ service showing transaction status
details can be displayed with the transaction code as
a parameter.

You can aso hyperlink from thisfield to
MAINVIEW for CICS as described on page 176.
You can hyperlink from thisfield to MAINVIEW
for DB2 as described on page 176.

TOT2

You can hyperlink from thisfield to MAINVIEW
for DB2 as described on page 176.
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LOCKS
If IMSIRLM is active, the LUSRD service
showing IRLM lock user details can be displayed
with the region number as a parameter. If IRLM is
not active, the Pl service showing program isolation
information can be displayed with the region
number as a parameter.

QUEUED
The CLASQ service showing transaction queuing
and processing can be displayed with the region
number as a parameter.

TOT
The DLIST service showing DL/I call details can
be displayed with the region number as a
parameter.

When adisplay serviceis cursor-selected from a REGNS
field, that service shows system data at thetimeit is
invoked. It is not synchronized with the REGNS display.

Use the END PF key to return to the REGNS display.

LINESEL (DREGN)
Move the cursor to aregion in one of the rows of a
REGNS view and press ENTER to invoke the DREGN
service. DREGN shows region details for the selected
region.

Selecting DREGN with the cursor from the EXPAND line
invokes the DREGN service for the region in the first row
of the REGNS display.

MON(RGN)
Move the cursor to thisfield in the EXPAND line to
display the Active Timer Request service for all active
region monitors.

Hyperlink: If MAINVIEW for CICSisinstalled and atransactionisa CICS
transaction, you can link to the TASKXPND servicein
MAINVIEW for CICS by using the TRANCODE column in any
view to cursor-select that transaction.

If MAINVIEW for DB2 isinstalled and a transaction has an active
DB2 thread, you can link to the DUSER servicein MAINVIEW for
DB2 by using the SQL column in the summary view or the TOT2
column in the DB2 view to cursor-select that transaction.
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Sorting:

Scroalling:

The display list can be sorted by:
¢ Using the SORT parameter

»  Positioning the cursor with the TAB key to the column heading
to be sorted and pressing ENTER

This overrides any SORT parameter in the PARM field and
primes that field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.

Thedisplay listis sorted by NAME by default. Alphanumeric fields
and the ID field are sorted in ascending order. Numeric fields are
sorted in descending order. Fields with no values are sorted to the
bottom of the list.

The display is scrollable.

Field Descriptions: Each of the fields is shown and described below by view.

Summary View

BMC SOFTWARE ——-——————————— IMS REGIONS ~ ——————mmme PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=SM ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR™
ID NAME TYP STATUS  PSB TRANCODE USR/LTRM DLI SQL LOCKS TRN-ELAP
------------------------------ B ks T B o o e ——

1 CICS3302 DBT IDLE
2 CICS3302 DBT SCHEDULE STBCUSR DLZZ 0 0 0 450ms
3 CICS3302 DBT IDLE
4 IMSM17X MPP IDLE

END OF DATA

This view shows the status of active regions and transactions. The descriptions are arranged in
alphabetical order.

DLI

LOCKS

NAME

Total DL/I database call count for this transaction.

You can expand from this column to the DLIST service.

Region identifier assigned to thisregion by IMS.

Either total outstanding Pl enqueue counts or IRLM locksif IMS IRLM is active.
An > character following the count indicates that this transaction iswaiting for a Pl
or IRLM lock if IMSIRLM isactive.

You can expand from this column to the LUSRD serviceif IRLM is active.
Otherwise, you can expand to the Pl service.

Job name or started task procedure name of the region.
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PSB

STATUS

PSB name of the application program currently being processed.

Total SQL count. You can hyperlink from this column to the DUSER servicein
MAINVIEW for DB2if itisinstalled and there is an active DB2 thread. (Thisfield
does not apply to DBCTL threads, region types DBT and ODB.)

Region status:

ACTIVE
ACTV-BKO
ACTV-DB2
ACTV-DBR
ACTV-DLI
ACTV-MQS
ACTV-SCH
ACTV-USR
IDLE
IDLE-HOT
IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE

TERMINAT

Active in a nonspecific process.

Region in dynamic backout.

Activein DB2 (the Event Collector must be active).

Region activein DBRC.

Region activein DL/I.

Region activein MQSeries (Event Collector must be active).
Region active in nonspecific CREATE THREAD process.
Region active in the application program.

Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same transaction.
Region waiting for WFI or Fast Path BALG input to process.
Region defined but not started (not yet signed on).

Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completes the first CREATE THREAD.

Region in first CREATE THREAD process.

Region in scheduling (active in block loader latch).

Region in scheduling (active in block mover).

Region in scheduling (CREATE THREAD).

Region in region termination or abend.
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WAIT-AQI

WAIT-BKO

WAIT-BLKM

WAIT-BML

WAIT-DLI

WAIT-INT

WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

Region waiting for an AO message.
Await for AO occurs when aregion issues a GM SG call with the

wait option and DFSAOEQO has no messageto return to it at that
time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

The block mover latch comprises several smaller latches. Usethe
LATCH service to determine which BML latch aregion is
waiting for.

Region waiting for DL/I.

Region in scheduling (waiting for database intent).

Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.
Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.

Region waiting in VSAM.
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WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

WTF-OBA

WTF-OCL

WTF-RSL

WTF-SEG

WTF-SYNC

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB area lock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that is waiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
information about data capture exits, seethe IBM System Administration
Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.

TRANCODE

Name of transaction currently being processed.

For an IM S transaction, you can expand from this column to the TRANQ service.
For a CICS transaction, you can hyperlink to the TASKXPND servicein
MAINVIEW for CICSif itisinstalled.

TYP

Type of region processing a transaction:

BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.

BMO Batch message processing region currently executing an OTMA
transaction.
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BMP

BMW

DBT

FPU

JBP

JMI

MO

JMP

MW

MDP

MPI

MPO

MPP

MPW

NDP

ODB

TPI

USR/LTRM

Batch message processing region.
Wait-for-input BMP.

DBCTL CICS thread.

Fast Path utility region.

Java batch message processing region.

Java message processing region currently executing an implicit
APPC/IMS transaction.

Java message processing region currently executing an OTMA
transaction.

Java message processing region.
Wait-for-input IMP.

M essage-driven Fast Path region.

M essage processing region currently executing an implicit APPC/IMS

transaction.

M essage processing region currently executing an OTMA transaction.

M essage processing region.
Wait-for-input MPP.
Non-message-driven Fast Path region.

DBCTL ODBA thread.

M essage processing region currently executing an explicit CPI-C

program.

ID of the user who submitted this transaction or LTERM where transaction was
submitted. An * character indicates aterminal 1D was used instead of a user ID.
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Message View

BMC SOFTWARE———-——————————— IMS REGIONS ~ ——————mmme PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:40:42 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=MSG ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR™
NAME TYP CL1 CL2 CL3 CL4 TRANCODE PRLIM QUEUED M-DEQ M-GN M-PRG M-ISR
----------------------- Fttttttt ————m bttt —mmmm e e

CICS3302 DBT

CICS3302 DBT DLZZ 0 0 0 0 0 0
CICS3302 DBT

IMSM17X  MPP 1 2 3 4

END OF DATA

This view shows transaction activity in each active IMS dependent region. The descriptions
are arranged in alphabetical order.

For the following fields, CL1 through CL 4, the currently active classis shown by a> character
preceding the class:

CL1
First class this MPP can process. (This field does not apply for aTY P of DBT and
ODB and for al Fast Path types, including MDP and NDP)

CL2
Second class this MPP can process. (Thisfield does not apply for aTYP of DBT
and ODB and for all Fast Path types, including MDP and NDP)

CL3
Third class this MPP can process. (This field does not apply for aTYP of DBT and
ODB and for al Fast Path types, including MDP and NDP)

CL4
Fourth classthis MPP can process. (Thisfield does not apply for aTY P of DBT and
ODB and for al Fast Path types, including MDP and NDP)

M-DEQ
Number of messages successfully processed by the application program in this
scheduling. For MDPs (message-driven program), thisvalueis 0. (Thisfield does
not apply to DBCTL threads, region types DBT and ODB.)

M-GN
Number of MESSAGE GET NEXT callsissued. For MDPs, thisvalueisQ. (This
field does not apply to DBCTL threads, region types DBT and ODB.)

M-ISR
Number of message insert callsissued. For MDPs, this value does not include I/O
PCB ISRTs. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

M-PRG

Number of message purge callsissued. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)
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NAME
Job name or started task procedure name of the region.

PRLIM
Processing limit count of the transaction. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

QUEUED
Number of currently queued input messages with this transaction code. For MDPs
(message-driven), the number of messages queued on thisregion's BALG. You can
expand from this column to the CLASQ service. (Thisfield does not apply to
DBCTL threads, region types DBT and ODB.)

TRANCODE
Name of transaction currently being processed. For an IM S transaction, you can
expand from this column to the TRANQ service. For a CICS transaction, you can
hyperlink to the TASKXPND servicein MAINVIEW for CICSif itisinstalled.

TYP
Type of region processing a transaction:

BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.

BMO Batch message processing region currently executing an OTMA
transaction.

BMP Batch message processing region.
BMW Wait-for-input BMP.

DBT DBCTL CICS thread.

FPU Fast Path utility region.
JBP Java batch message processing region.
IMI Java message processing region currently executing an implicit

APPC/IMS transaction.

MO Java message processing region currently executing an OTMA
transaction.

JMP Java message processing region.
IMW Wait-for-input IMP.
MDP Message-driven Fast Path region.

MPI M essage processing region currently executing an implicit APPC/IMS
transaction.

MPO M essage processing region currently executing an OTMA transaction.

MPP M essage processing region.
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MPW Wait-for-input MPP.
NDP Non-message-driven Fast Path region.

ODB DBCTL ODBA thread.

TPI Message processing region currently executing an explicit CPI-C
program.

DL/1 View

BMC SOFTWARE--————-————————— IMS REGIONS = ——————————— PERFORMANCE MGMT

SERV ==> REGNS INPUT  10:40:42 INTVL=> 3 LOG=> N TGT==> IMSA

PARM ==> SO=NA,V=DLI ROW 1 OF 4 SCROLL=> CSR

VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)

PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR*
NAME TRANCODE #DB GU GN GHU GHN REPL ISRT DLET TOT CHKP 1/0
-------- ettt ttt ———m e e e e e e e Attt e
MPPRGN2 SM4 2 4 2 0 0 0 0 0 6 0 0
MPPRGN3 LMZ200XX 1 1 2 0 0 0 0 0 3 0 1
CICSRGN1 DZ33 1 5 4 0 0 0 0 0 9 0 2
MPPRGNO APPCPGM1 2 2 1 0 0 0 0 0 3 0 1

END OF DATA

This view shows transaction DL/I database activity in each active IMS dependent region.
The descriptions are arranged in alphabetical order.

#DB
Number of DL/I databases accessed so far.
CHKPT
Total checkpoint calls (thisinformation is useful for BMP checkpoint frequency
estimates) for this transaction.
DLET
Total delete calls for this transaction.
GHN
Sum of GET HOLD NEXT and GET HOLD NEXT within PARENT callsfor this
transaction.
GHU
Total GET HOLD UNIQUE calls for this transaction.
GN
Sum of GET NEXT and GET NEXT within PARENT calls for this transaction.
GU
Total database GET UNIQUE callsfor this transaction.
/10
Total read and write counts for this transaction.
ISRT

Tota insert calls for this transaction.
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NAME
Job name or started task procedure name of the region.

REPL
Total replace calls for this transaction.
TOT
Total DL/I database calls for this transaction. You can expand from this column to
the DLIST service.
TRANCODE
Name of transaction currently being processed. For an IM S transaction, you can
expand from this column to the TRANQ service. For a CICS transaction, you can
hyperlink to the TASKXPND servicein MAINVIEW for CICSif it isinstalled.
DB2 View
BMC SOFTWARE----=-----—--——- IMS REGIONS ~ ——————mmmm e PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:40:42 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=DB2 ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI, DB2 EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW *EVENT COLLECTOR*
NAME TRANCODE FETCH OPEN ISRT2 DLET2 UPDT2 DDL  DYN CNTL OTHER TOT2
-------- Fhtttttt e e e e e e e ettt
MPPRGN2 ~ SM4 1 0 0 0 0 0 0 0 0 1
MPPRGN3  LMZ200XX 4 1 0 0 0 0 0 0 0 5
CICSRGN1 DZ33
MPPRGN9 APPCPGM1 0 0 0 0 0 0 0 0 0
END OF DATA

This view shows DB2 transaction activity. The descriptions are arranged in a phabetical order.

CNTL
Total number of SQL control-type calls, such as REVOKE, issued to DB2 by the
transaction currently processing. (Thisfield does not apply to DBCTL threads,
region types DBT and ODB.)

DDL
Total number of Data Definition Language calls issued to DB2 by the transaction
currently processing. (This field does not apply to DBCTL threads, region types
DBT and ODB.)

DLET2
Total number of SQL DELETE callsissued to DB2 by the transaction currently
processing. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

DYN
Total number of dynamic SQL callsissued to DB2 by the transaction currently
processing. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)
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FETCH

ISRT2

NAME

OPEN

OTHER

TOT2

Total number of SQL SELECT and FETCH callsissued to DB2 by the transaction
currently processing. (This field does not apply to DBCTL threads, region types
DBT and ODB.)

Total number of SQL INSERT callsissued to DB2 by the transaction currently
processing. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

Job name or started task procedure name of the region.

Total number of SQL OPEN callsissued to DB2 by the transaction currently
processing. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)

Total number of other SQL callsissued to DB2 by the transaction currently
processing. These are call types that do not fit in any of the other types defined in
this display, such as table and security manipulation. (This field does not apply to
DBCTL threads, region types DBT and ODB.)

Total SQL callsissued to DB2 by the transaction currently processing. You can
hyperlink from this column to the DUSER servicein MAINVIEW for DB2if itis
installed and thereis an active DB2 thread. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

TRANCODE

UPDT2

Name of transaction currently being processed. For an IMS transaction, you can
expand from this column to the TRANQ service. For a CICS transaction, you can
hyperlink to the TASKXPND servicein MAINVIEW for CICSif itisinstalled.

Total number of SQL UPDATE callsissued to DB2 by the transaction currently
processing. (Thisfield does not apply to DBCTL threads, region types DBT and
ODB.)
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REGNS - IMS Regions (No Event Collector Data)

REGNS
Summary View

(Default view
when REGNS is
requested)

REGNS
M essage View

REGNS
DL/l View

BMC SOFTWARE —————————————— IMS REGIONS ~ —————mmmm e PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=SM ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW
ID NAME TYP STATUS  PSB TRANCODE USR/LTRM  DLI DB2 LOCKS ELAPSED
------------------------------ B o s e o o T o = o = S ——
1 CICS3302 DBT IDLE
2 CICS3302 DBT ACTV-USR STBCUSR DLZZ 10 1
3 CICS3302 DBT IDLE ABEMOO3T ABMAIL  CIR11 4 YES
END OF DATA
BMC SOFTWARE --——-——————m—— IMS REGIONS ~ —————mmmmme PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=MSG ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/711 FOR PREV/NEXT VIEW
NAME TYP CL1 CL2 CL3 CL4 TRANCODE PRLIM QUEUED M-DEQ M-GN M-PRG M-ISR
----------------------- ottt ————— bttt —mmmm e e

CICS3302 DBT

CICS3302 DBT DLZZ 0 0 0 0 0 0
CICS3302 DBT

IMSM17X MPP 1 2 3 4

END OF DATA
BMC SOFTWARE —---=--—=-=—~- IMS REGIONS ~ —————mmmm e PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 L0G=> N TGT==> IMSA
PARM ==> SO=NA,V=DLI ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW
NAME TRANCODE M-DEQ ~ GU  GN GHU GHN REPL ISRT DLET  FP  TOT
-------- Fhtttttt e e e e e e e ettt
CI1CS3302
CICS3302 DLZZ 0 0 0 0 0 0 0 0 0 0
CICS3302
END OF DATA
Description: Thisversion of REGNS shows IM S dependent region activity and

the work currently being performed by IMS for the duration of a
PSB scheduling. The REGNS version shown in “REGNS - IMS
Regions (Event Collector Data)” on page 164 shows region activity
for the transaction currently processing. It is available only when
the Event Collector is active.
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Color:

Select Code:

Parameter:

REGNS arranges information by views. If the Event Collector is
not active, only the following views of dependent region activity are
available:

SM (summary) Shows status information about your active
regions and the transactions that are currently
executing. Thisisthe default display.

MSG (message)  Shows information related to scheduling and
the message queue.

DLI Shows information by region about DL/I
database activity for a scheduling.

If you have a color monitor:

Blue Indicates the current view.

Red Highlights regions (rows) that are in await state.

Turquoise Indicates normal values.

Yellow Indicates an error message.

Pink Indicates a WFI or pseudo-WFI transaction is
waiting for input. This affects the STATUS, PSB,
and TRANCODE columns.

REGNS

All the REGNS parameters, except for SORT and VIEW, act as
filtersthat restrict the information shown according to the criteria
specified by the parameter(s). SORT sorts the columns in the
display by specified characters. VIEW shows the requested view of
REGNS data. The REGNS parameters can be used as follows:

e Thefiltering parameters apply across all views. All views are
restricted by the specified parameter.

For example, if you enter:
TYPE=DBT
inthe DLI view, only the rows for DBCTL threads are

displayed. A filtering parameter can be used with any view
even though that view does not display the applicable field.

—— Tuning Tip

Usethe NI or NOTIDLE parameter to see only those regions
processing transactions.

*  Multiple parameters must be separated by commas.

* A blank indicates the end of a parameter string.
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»  Multiple resources with similar names can be requested by
using an* character asageneric qualifier and a+ character asa
positional qualifier. The positional qualifier is repeated for
every character to be replaced. The generic qualifier replacesa
group of characters.

For example, a parameter of NAME=MP>* shows all region
names that start with MP and have any character in the rest of
the name.

« If multiplefiltering parameters are entered, the regions
displayed must meet all the restrictions.

» If one parameter invalidates another, an error messageisissued
without further processing.

The following parameter descriptions are arranged al phabetically.
The descriptions begin with parameters that start with a special
character. Parameters containing a numeric character arefirst in
their alphabetical group.

ACJACTCLASS=nnn|(nnn,...)

Where nnn represents a transaction class number. It displaysin
each view only those regions that are currently running a
transaction in the specified class(es). A maximum of four classes
can be specified.

AGN=XXXXXXXX

Where xxxxxxxxx represents the name of an application group. It
displaysin each view only those regions with a name that matches
the specified application group name. The application group name
for aregionis showninthe AGN field of the DREGN display.

Cl|CL1=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the first class equal to the
specified number.

C2|CL2=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the second class equal to the
specified number.

C3|CL3=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the third class equal to the
specified number.

C4|CL4=nnn

Where nnn represents a transaction class number. It displaysin
each view only those regions with the fourth class equal to the
specified number.
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CL|CLASS=nnn|(nnn,..)

Where nnn represents a transaction class number. It displaysin
each view only those regions that can process this class(es) of
transaction. A maximum of four classes can be specified.

DT|DLET<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a DL/I database delete count. It
displaysin each view only those regions with transactions that have
a database delete count less than (<), greater than (>), or equal to
(=) the specified number.

DL|DLI<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents the total DL/I call count. It displaysin
each view only those regions currently executing transactions with
atotal DL/I call count lessthan (<), greater than (>), or equal to (=)
the specified number.

EL|[ELAPSED<nnn|>nnn|=nnn

Where nnn represents elapsed time in seconds. It displaysin each
view only those regions currently executing transactions that have
an elapsed time less than (<), greater than (>), or equal to (=) the
specified number.

FP<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a Fast Path database call count. It
displaysin each view only those regions with transactions that have
a Fast Path database call count less than (<), greater than (>), or
equal to (=) the specified number.

GN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET NEXT and GET NEXT within
PARENT count. It displaysin each view only those regions with
transactions that have a database GN and GNP count |ess than (<),
greater than (>), or equal to (=) the specified number.

GU<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a GET UNIQUE count. It displaysin
each view only those regions with transactions that have a database
GU count less than (<), greater than (>), or equal to (=) the
specified number.

HN|GHN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET HOLD NEXT and GET
HOLD NEXT within PARENT count. It displaysin each view only
those regions with transactions that have a database GHN and
GHNP count less than (<), greater than (>), or equal to (=) the
specified number.
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HU|GHU<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn representsa GET HOLD UNIQUE count. It
displaysin each view only those regions with transactions that have
adatabase GHU count lessthan (<), greater than (>), or equal to (=)
the specified number.

ID<nnn|>nnn|=nnn

Where nnn represents a region number. It displaysin each view
only those regions with a region number less than (<), greater than
(>), or equal to (=) the specified number.

[SISRT<nnnnnnnn[>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents an INSERT count. It displaysin each
view only those regions with transactions that have a database | SRT
count less than (<), greater than (>), or equal to (=) the specified
number.

LOJ|LOCK S<nnnnnnnnn[>nnnnnnnnn| =nnnnnnnnn

Where nnnnnnnnn represents a Pl or IRLM enqueue count.

It displays in each view only those regions currently executing
transactions with either outstanding Pl enqueues or IRLM locks
(if IMSIRLM is active) less than (<), greater than (>), or equal to
(=) the specified number.

LT=XXXXXXXX

Where xxxxxxxx represents an LTERM name. It displaysin each
view only those regions processing transactions originating from an
LTERM that matches the specified LTERM name. Multiple regions
can be displayed by using an* or + qualifier; for example,
LT=SNL++060.

MD|M-DEQ<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message dequeue count. It displays
in each view only those regions with transactions that have a
message dequeue count less than (<), greater than (>), or equal to
(=) the specified number.

MG|M-GN<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message GET NEXT count. It
displaysin each view only those regions with transactions with
message GN counts less than (<), greater than (>), or equal to (=)
the specified number.

MI|M-1SR<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message INSERT count. It displays
in each view only those regions with transactions that have a
message | SRT count less than (<), greater than (>), or equal to (=)
the specified number.
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MP|M-PRG<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a message PURGE count. It displays
in each view only those regions with transactions that have a
message PURG count less than (<), greater than (>), or equal to (=)
the specified number.

NA [NAM E=XXXXXXXX

Where xxxxxxxxx represents aregion name. It displaysin each
view only those regions with a name that matches the specified
region name. Multiple regions can be displayed by using an * or +
qualifier; for example, NAME=*RGN1.

NI|NOTIDLE
It displaysin each view only those regionsthat are not idle (active).

PR|PRL IM<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a region processing limit count. It
displaysin each view only those regions with transactions that have
aprocessing limit count less than (<), greater than (>), or equal to
(=) the specified number.

PSIPSB=xxxxxxxX

Where xxxxxxxxx represents a PSB name. It displaysin each view
only those regions with PSB names that match the specified name.
Multiple regions can be displayed by using an * or + qualifier; for
example, PSB=SM++0+00.

QU|QUEUED<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a transaction message input queue
count. It displaysin each view only those regions with transactions
that have a message input queue count that is less than (<), greater
than (>), or equal to (=) the specified number.

RE|REPL <nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents a database REPLACE count. It
displaysin each view only those regions with transactions that have
adatabase REPL count less than (<), greater than (>), or equal to
(=) the specified number.

SO|SORT=cc

Where cc represents any of the following two-character view
columns. The display is sorted by NAME by default. The sort
sequence is ascending for a phanumeric characters and descending
for numeric characters except for ID. The numeric region ID is
sorted in ascending sequence.

Tip

An easy way to sort isto move the cursor to the column heading
and press ENTER.
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The following SORT parameter descriptions are arranged
alphabetically. SORT keywordsthat start with a special character
are described first. Keywords containing a numeric character are
first in their alphabetical group. All views are sorted as requested
by the specified parameter.

Any of these keywords can be used in any view.

C1
Cc2
C3
c4
DA

DL
DT
EL
FP
GN
GU
HN
HU
ID

LO
LT
MD
MG
Ml
MP
NA
PL
PS
QU
RE

TO
TR
TY
us

Sortsthe list by CL1 (descending).
Sortsthelist by CL2 (descending).
Sortsthe list by CL 3 (descending).
Sortsthe list by CL4 (descending).

Sortsthe list by YES (DB2 thread is active) or NO (DB2
thread is not active). The order is descending with YES
first in the sort.

Sortsthe list by DLI (descending).

Sortsthe list by DLET (DL/I database; descending).
Sortsthe list by ELAPSED (DL/I database; descending).
Sortsthe list by FP (DL/I database; descending).
Sortsthe list by GN (DL/I database; descending).
Sortsthe list by GU (DL/I database; descending).
Sortsthelist by GHN (DL/I database; descending).
Sortsthe list by GHU (DL/I database; descending).
Sortsthe list by ID (numeric region ID; ascending).
Sortsthe list by ISRT (DL/I database; descending).
Sortsthe list by LOCKSS (descending).

Sortsthe list by USR/LTRM (ascending).

Sortsthe list by M-DEQ (descending).

Sortsthe list by M-GN (descending).

Sortsthe list by M-ISRT (descending).

Sorts the list by M-PRG (descending).

Sortsthe list by NAME (default; ascending).
Sortsthe list by PRLIM (descending).

Sorts the list by PSB name (ascending).

Sorts the list by QUEUED (descending).

Sortsthe list by REPL (DL/I database; descending).
Sorts the list by STATUS (ascending).

Sortsthe list by TOT (DL/I database; descending).
Sorts the list by TRANCODE (ascending).
Sortsthe list by TY P (ascending).

Sortsthe list by USR/LTRM (ascending).

Chapter 12. Region Displays 193



194

STISTATUS=

It displays in each view only those regions that meet the specified
criteria. Multiple regions can be displayed by using an * or +
qualifier. For example, you can select all:

e Activeregions by specifying ST=A*
» ldleregions by specifying ST=1D*
»  Waiting regions by specifying ST=Ww*

Any of the region statuses described on page 119 can be specified
with the STATUS parameter.

TO|TOT<nnnnnnnn|>nnnnnnnn| =nnnnnnnn

Where nnnnnnnn represents atotal DL/l database call count. It
displaysin each view only those regions with transactions that have
atotal DL/l database call count less than (<), greater than (>), or
equal to (=) the specified number.

TR|TRANCODE=XXXXXXXX

Where xxxxxxxx represents a transaction code. It displaysin each
view only those regions that have transaction codes that match the
specified code. Multiple regions can be displayed by using an * or +
qualifier; for example, TR=+MZ200XX.

TY|TY P=xxx

Where xxx represents a region type. Multiple regions can be
displayed by using an * or + qualifier; for example, TYP=M*.

The following type descriptions are arranged al phabetically:

BMI Displays batch message processing regions currently
executing an implicit APPC/IMS transaction.

BMO Displays batch message processing regions currently
executing an OTMA transaction.

BMP  Displays batch message processing regions.
BMW  Displays wait-for-input BMP.

DBT Displays DBCTL CICSthreads.

FPU Displays Fast Path utility regions.

JBP Displays Java batch message processing regions.

MI Displays Java message processing regions currently
executing an implicit APPC/IMS transaction.

JMO  Displays Java message processing regions currently
executing an OTMA transaction.

JMP  Displays Java message processing regions.

JMW  Displayswait-for-input IMP.

MDP  Displays message-driven Fast Path regions.

MPI Displays message processing regions currently executing
an implicit APPC/IM S transaction.

MPO  Displays message processing regions currently executing
an OTMA transaction.
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View Selection:

Expand:

MPP  Displays message processing regions.

MPW  Displays wait-for-input MPP.

NDP  Displays non-message-driven Fast Path regions.
ODB Displays DBCTL ODBA threads.

TPI Displays message processing regions currently executing
an explicit CPI-C program.

USJU SR=xxxxxXXX

Where xxxxxxxx represents a user ID. It displaysin each view
only those regions with user IDs that match the specified ID.
Multiple regions can be displayed by using an * or + qualifier; for
example, USR=CICS*,

V|VIEW= SM|MSGIDLI

Displays the specified view:

SM Displays the REGNS summary status view (default).
MSG Displaysthe IMS/DC message view.

DLI Displaysthe DL/I database view.

You can:

e Enter the VIEW parameter in the PARM field.

*  Movethe cursor to the view you want in the VIEW line and
press ENTER.

¢ Useone of the following PF keys:
PF10 Displays the previous view.
PF11 Displaysthe next view.

The REGNS display can be EXPANDed by using the following
fields asindicated:

FSEL (+)
Indicates that at least one column has cursor-sensitive
fields. A string of + characters underneath a column
name means this column contains cursor-sensitive
fields. Moving the cursor to afield in that column and
pressing the ENTER key invokes arelated display for
that field. For example, if the cursor isat afield value
under the DLI column, pressing the ENTER key
displays the DLIST service with the correct region
number as the parameter. Columns with cursor-sensitive
fieldsinclude:

DLI
The DLIST service showing DL/I call details
can be displayed with the region number asa
parameter.
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DB2 You can hyperlink from thisfield to
MAINVIEW for DB2 as described on page
197.

LOCKS
If IMSIRLM is active, the LUSRD service
showing IRLM lock user details can be
displayed with the region number as a
parameter. If IRLM is not active, the Pl
service showing program isolation
information can be displayed with the region
number as a parameter.

QUEUED
The CLASQ service showing transaction
gueuing and processing can be displayed
with the region number as a parameter.

TOT
The DLIST service showing DL/I call details
can be displayed with the region number asa
parameter.

TRANCODE
The TRANQ service showing transaction
status details can be displayed with the
transaction code as a parameter.

You can aso hyperlink from thisfield to
MAINVIEW for CICS as described in the
hyperlink section below.

When adisplay serviceis cursor-selected from a
REGNSfield, that service shows system data at thetime
itisinvoked. It is not synchronized with the REGNS

display.
Use the END PF key to return to the REGNS display.

LINESEL (DREGN)
Move the cursor to aregion in one of therows of a
REGNS view and press ENTER to invoke the DREGN
service. DREGN shows region details for the selected
region.

Selecting DREGN with the cursor from the EXPAND
lineinvokes the DREGN service for theregionin the
first row of the REGNS display.

MON(RGN)
Move the cursor to thisfield in the EXPAND line to
display the Active Timer Request service for al active
region monitors.
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Hyperlink: If MAINVIEW for CICSisingtalled and atransactionisa CICS
transaction, you can link to the TASKXPND servicein
MAINVIEW for CICS by using the TRANCODE column in any
view to cursor-select that transaction.

If MAINVIEW for DB2 isinstalled and a transaction has an active
DB2 thread, you can link to DUSER in MAINVIEW for DB2 by
using the DB2 column in the summary view to cursor-select that
transaction.

Sorting: The display list can be sorted by:
¢ Using the SORT parameter

» Positioning the cursor with the TAB key to the column heading
to be sorted and pressing ENTER

This overrides any SORT parameter in the PARM field and
primes that field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.

Thedisplay listis sorted by NAME by default. Alphanumeric fields
and the ID field are sorted in ascending order. Numeric fields are
sorted in descending order. Fields with no values are sorted to the
bottom of the list.

Scroalling: The display is scrollable.

Field Descriptions: Each of the fields is shown and described below by view.

Summary View

BMC SOFTWARE —----—-mmmmm - IMS REGIONS ~  ———mmmmmmm e PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 L0G=> N TGT==> IMSA
PARM ==> SO=NA,V=SM ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW

ID NAME TYP STATUS  PSB TRANCODE USR/LTRM ~ DLI DB2 LOCKS ELAPSED

------------------------------ B o o o S e B T

1 CICS3302 DBT IDLE

2 CICS3302 DBT ACTV-USR STBCUSR DLZZ 10 1

3 CICS3302 DBT IDLE ABEMOO3T ABMAIL  CIR11 4 YES

END OF DATA

This view shows the status of active regions and transactions. The descriptions are arranged in
alphabetical order.

DB2
Indicates an active DB2 thread as:
YES This transaction has an active DB2 thread.
NO Thistransaction is not using DB2.

You can hyperlink from this column to the DUSER servicein MAINVIEW for
DB2if itisinstalled and there is an active DB2 thread.
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DLI

ELAPSED

LOCKS

NAME

PSB

STATUS

Total DL/I database call count since PSB scheduling.

You can expand from this column to the DLIST service.

Current elapsed time calculated by subtracting transaction enqueue time from
current time. If enqueuetimeis not available, thisfield is blank.

Region identifier assigned to thisregion by IMS.

Either total outstanding Pl enqueue counts or IRLM locksif IMSIRLM is active.
An > character following the count indicates that this transaction iswaiting for a Pl
or IRLM lock if IMSIRLM is active.

You can expand from this column to the LUSRD serviceif IRLM is active.
Otherwise, you can expand to the Pl service.

Job name or started task procedure name of the region.

PSB name of the application program currently being processed.

Region status:

ACTIVE
ACTV-BKO
ACTV-DB2
ACTV-DBR
ACTV-DLI
ACTV-MQS
ACTV-SCH
ACTV-USR
IDLE
IDLE-HOT

IDLE-WFHI

Active in a nonspecific process.

Region in dynamic backout.

Activein DB2 (the Event Collector must be active).

Region activein DBRC.

Region activein DL/I.

Region active in MQSeries (Event Collector must be active).
Region active in nonspecific CREATE THREAD process.
Region active in the application program.

Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same transaction.

Region waiting for WFI or Fast Path BALG input to process.
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INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AQI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI
WAIT-INT
WAITING

WLT-xxxx

WT-CMDP

WT-DBRC
WT-DMBP
WT-EPCB
WT-IRLM

WT-ISWCH

Region defined but not started (not yet signed on).

Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTSs) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the region
completes the first CREATE THREAD.

Region in first CREATE THREAD process.
Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).
Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with the
wait option and DFSAOEQOQ has no message to return to it at that
time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.
Region in scheduling (waiting for block mover latch).

The block mover latch comprises several smaller latches. Usethe
LATCH service to determine which BML latch aregionis
waiting for.

Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For more
information see “LATCH - Latch Summary” on page 272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB pool).

Region in scheduling (waiting for EPCB poal).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IM S dispatcher.
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WT-NTFY

WT-OSAM
WT-PI
WT-PSBP
WT-PSBW
WT-SCHD
WT-VSAM

WTF-ADSC

WTF-AREA
WTF-DEDB
WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB
WTF-OBA
WTF-OCL
WTF-RSL
WTF-SEG

WTF-SYNC

Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pooal.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.
Region waiting in Fast Path for DMAC share latch (DEDB areq).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation and
site requirements) instead of the application program. For example, if a
data capture exit made a request that is waiting for a program isolation
lock, the STATUS field shows WT#PI rather than WT-PI. For more
information about data capture exits, see the IBM System Administration
Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.
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TRANCODE
Name of transaction currently being processed.

For an IM S transaction, you can expand from this column to the TRANQ service.
For a CICS transaction, you can hyperlink to the TASKXPND servicein
MAINVIEW for CICSif itisinstalled.

TYP
Type of region that is processing the transaction:

BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.

BMO Batch message processing region currently executing an OTMA
transaction.

BMP Batch message processing region.
BMW Wait-for-input BMP.

DBT DBCTL CICS thread.

FPU Fast Path utility region.
JBP Java batch message processing region.
IMI Java message processing region currently executing an implicit

APPC/IMS transaction.

MO Java message processing region currently executing an OTMA
transaction.

IMP Java message processing region.
IMW Wait-for-input IMP.
MDP M essage-driven Fast Path region.

MPI M essage processing region currently executing an implicit APPC/IMS
transaction.

MPO M essage processing region currently executing an OTMA transaction.
MPP M essage processing region.

MPW Wait-for-input MPP.

NDP Non-message-driven Fast Path region.

ODB DBCTL ODBA thread.

TPI M essage processing region currently executing an explicit CPI-C
program.
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USR/LTRM

ID of the user who submitted this transaction or LTERM where transaction was
submitted. An * character indicates aterminal 1D was used instead of auser ID.

Message View

BMC SOFTWARE —————————————— IMS REGIONS ~ —————mmmm e PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=MSG ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW
NAME TYP CL1 CL2 CL3 CL4 TRANCODE PRLIM QUEUED M-DEQ M-GN M-PRG M-ISR
----------------------- Attt —m e Attt —m e e e

CICS3302 DBT

CICS3302 DBT DLZZ 0 0 0 0 0 0
CICS3302 DBT

IMSM17X  MPP 1 2 3 4

END OF DATA

This view shows transaction activity in each active IMS dependent region. The descriptions
are arranged in alphabetical order.

For the following fields, CL 1 through CL 4, the currently active classis shown by a> character

preceding the class:

CL1
First classthis MPP can process. (Thisfield does not apply for aTYP of DBT and
for all Fast Path types, including MDP and NDP)

CL2
Second class this MPP can process. (Thisfield does not apply for aTYP of DBT
and for al Fast Path types, including MDP and NDP)

CL3
Third classthisMPP can process. (Thisfield does not apply foraTYP of DBT and
for all Fast Path types, including MDP and NDP)

CL4
Fourth class this MPP can process. (Thisfield does not apply foraTYP of DBT
and for al Fast Path types, including MDP and NDP)

M-DEQ
Number of messages successfully processed by the application program in this
scheduling. For MDPs (message-driven program), thisvalueis 0. (Thisfield does
not apply to DBCTL threads, region types DBT and ODB.)

M-GN

Number of MESSAGE GET NEXT calls issued by this program since PSB
scheduling. For MDPs, thisvalueis 0. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)
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M-ISR
Number of message insert callsissued by this program since PSB scheduling.
For MDPs, this value does not include 1/O PCB ISRTs. (Thisfield does not apply
to DBCTL threads, region types DBT and ODB.)

M-PRG
Number of message purge calls issued by this program since PSB scheduling.
(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)
NAME
Job name or started task procedure name of the region.
PRLIM
Processing limit count of the transaction. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)
QUEUED
Number of currently queued input messages with this transaction code. For MDPs
(message-driven program), the number of messages queued on thisregion'sBALG.
You can expand from this column to the CLASQ service. (Thisfield does not apply
to DBCTL threads, region types DBT and ODB.)
TRANCODE
Name of transaction currently being processed. For an IMS transaction, you can
expand from this column to the TRANQ service. For a CICS transaction, you can
hyperlink to the TASKXPND servicein MAINVIEW for CICSif itisinstalled.
TYP

Type of region processing a transaction:

BMI Batch message processing region currently executing an implicit
APPC/IMS transaction.

BMO Batch message processing region currently executing an OTMA
transaction.

BMP Batch message processing region.
BMW Wait-for-input BMP.

DBT DBCTL CICS thread.

FPU Fast Path utility region.
JBP Java batch message processing region.
IMI Java message processing region currently executing an implicit

APPC/IMS transaction.

MO Java message processing region currently executing an OTMA
transaction.

IMP Java message processing region.

IMW Wait-for-input IMP.
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MDP M essage-driven Fast Path region.

MPI M essage processing region currently executing an implicit APPC/IMS
transaction.

MPO M essage processing region currently executing an OTMA transaction.
MPP M essage processing region.

MPW Wait-for-input MPP.

NDP Non-message-driven Fast Path region.

ODB DBCTL ODBA thread.

TPI M essage processing region currently executing an explicit CPI-C
program.
DL/1 View
BMC SOFTWARE ——————————mmom IMS REGIONS ~ ————mmmmm e PERFORMANCE MGMT
SERV ==> REGNS INPUT  10:38:57 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> SO=NA,V=DLI ROW 1 OF 4 SCROLL=> CSR
VIEW: SM, MSG, DLI EXPAND: FSEL(+), LINESEL(DREGN), MON(RGN)
PF10/11 FOR PREV/NEXT VIEW
NAME TRANCODE M-DEQ GU GN GHU GHN REPL ISRT DLET FP  TOT
-------- Fhtttttt e e e e e e e e ettt
C1CS3302
CICS3302 DLZZ 0 0 0 0 0 0 0 0 0 0
C1CS3302
END OF DATA

This view shows transaction DL/I database activity in each active IMS dependent region.
The descriptions are arranged in alphabetical order.

M-DEQ
Number of messages successfully processed by the application program since PSB
scheduling. For MDPs (message-driven program), thisvalueis 0. (Thisfield does
not apply to DBCTL threads, region types DBT and ODB.)

NAME
Job name or started task procedure name of the region.

TRANCODE

Name of transaction currently being processed.

For an IM S transaction, you can expand from this column to the TRANQ service.
For a CICS transaction, you can hyperlink to the TASKXPND servicein
MAINVIEW for CICSif itisinstalled.

For the following fields, the counts do not include calls to DEDBs and MSDBSs. Fast Path cals
aretotaled in the FP column.

DLET
Total delete cals since PSB scheduling.
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FP
Total callsto Fast Path databases since PSB scheduling.

GHN
Sum of GET HOLD NEXT and GET HOLD NEXT within PARENT calls since
PSB scheduling.
GHU
Total GET HOLD UNIQUE calls since PSB scheduling.
GN
Sum of GET NEXT and GET NEXT within PARENT calls since PSB scheduling.
GU
Total database GET UNIQUE calls since PSB scheduling.
ISRT
Total insert calls since PSB scheduling.
REPL
Total replace cals since PSB scheduling.
TOT

Total DL/I database calls since PSB scheduling.

From this column, you can expand to the DLIST service.
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BMC SOFTWARE-———— —————o—momm—— SYSTEM STATUS ——————mmmmmmm PERFORMANCE MGMT
SERV ==> STATR INPUT  13:21:09 INTVL=> 3 LOG=> N TGT==> IMSXXX
PARM ==> RAO6001 - ENTER FIRST REGION NUMBER SCROLL => N/A

RGN 1 2 3

TYPE DBT DBT BMP
STAT IDLE IDLE ACTV

DB2 CON
WARN
--IMS DATA SETS--  TOTAL FREE %  ALLOCATED %  ****WARNING***=*
SHORT 8,675 8,652 100 23 0 Hi= 18)
LONG 1,025 972 95 53 5 (HI= 57)
QBLKS 19,700 19,653 100 47 0 (HI= 4)
ACBLIBA MODBLKSB SYSTEM: DB/DC ETO: ACTIVE DLQT: 5 SUSPEND QUEUE
FORMATA DFSOLPOO RELEASE: 6.1 APPC: ENABLED -IMSLU62
--TRACES-- DL/1..LOCK..DLOG. .DISP..SCHD..SUBS. .LATC....PI....FP.._.MON..TIMEOUT
ON ON ON ON ON OFF OFF OFF OFF OFF AUTO 5
--STOPPED RESOURCES-- LINES: 6  TRANS: 0 DB”S: 33 RTCDE’S: 0
NODES: 0  PGMS: 0 APPCLU: 0
--RESTART DATA--  12/15/02 10:29:15 DFSVNUC9 --LOCK MANAGER-- IRLM IR15
--SCHEDULING--  FAILURES: 0 0%
CLASS 001 002 003 004 005 006  REST  TOTAL FP
QD 0 0 0 0 0 0 0 0 0
PROC 245 143 0 0 0 0 0 388 0
Description: Thisdisplay provides an overview of the status of thetotal IMS
system (the work performed and consumption of resources) with
indicators and highlighting of possible problem areas.
Note:  STAT and STATR are equivalent except for the STOPPED
RESOURCES lines that are shown only with STATR.
STAT executes faster than STATR on large IMS systems
with many resources defined.
Select Code: STAT or STATR
Parameter: No entry or enter 1 to display regions 1 through 15.
Enter n to display regions n through n+14, wheren isavalid
region identification number within the range of defined regions.
Enter O to display active regions only.
Field Descriptions: Each of the fieldsis shown and described below by display area
Area 1

RGN 1 2 3

TYPE MPP MPP BMP
STAT IDLE IDLE ACTV
DB2 CON
WARN

Thefirst area presents a concise summary of the status of 15 dependent regions. If any current
or potential problem is detected, it isindicated in the corresponding region column on a
warning line (for example, region in aprogram isolation wait, dynamic backout would fail, and
SO On).
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The descriptions are arranged in alphabetical order.

DB2 DB2 Connection status:
blank No connection to DB2
CON Region is connected to DB2
SON Region has signed on to DB2 and established a connection
THD Thread (unit of work) is activein DB2
RGN Region number
STAT Region status:
blank Undefined
ACTV Active in the application program
BACK Dynamic backout in progress
BG-W Fast Path MDP (message-driven program) waiting for
input on BALG
DB2 Activein DB2; adependent region is executing an SQL
call
DL/I Activein DL/I
[I-HT Pseudo WFI region waiting for recurrence of the same

transaction code. See the IBM publication, IMS System
Definition Reference, for more information.

IDLE Started but not processing

INAC Inactive (defined but not started)

OPEN In open processing

SCHD Scheduling: waiting for some resource

TERM In region termination

WF-W WFI region waiting for input
TYPE Region type:

blank Undefined or inactive

BMP Batch message processing

BWFI BMP wait-for-input

DBT DBCTL CICS thread

FPU Fast Path utility

JBP Java batch message processing

JMP Java message processing

JWHI JMP wait-for-input

MDP Message-driven Fast Path

MPP M essage processing

MWFI MPP wait-for-input

NDP Non-message-driven Fast Path

ODB DBCTL ODBA thread

TPI MPP region currently executing a CPI-C driven program

Chapter 12. Region Displays 207




208

WARN Warning. Possible problem indicators:

BACK Dynamic backout isin progress.
BKNG Dynamic backout failed; IMSwill ABEND.
NOBK Dynamic backout is no longer valid for this region. The

dynamic log has wrapped and this region was unable to
log all database changes. If an ABEND, pseudo-ABEND,
or roll call occurs, IMS ABENDs.

W-FB Region iswaiting for a Fast Path fixed buffer.
W-FC Region iswaiting for a Fast Path control interval (Cl
contention).
W-FO Region iswaiting for the Fast Path overflow buffer latch
(OBA latch).
W-FR Region iswaiting for the Fast Path resource latch.
W-FS Region iswaiting for the Fast Path sync-point latch.
W-IR Regionisin IRLM wait (IRLM must be active) for a
resource, belonging to this or another IMS, that is being
held by ancther region.
W-LT Region iswaiting for a CLLE latch
W-NF Region iswaiting for asynchronous notify(s) to complete.
W-PI Region isin a program isolation wait for a resource held
by another region.
W-ST Region iswaiting for storage in one of the IMS pools.
Area 2
——INMS DATA SETS--  TOTAL FREE %  ALLOCATED %  ****|ARNING****
SHORT 8,675 8,652 100 23 0 Hi= 18)
LONG 1,025 972 95 53 5 Hi= 57)
QBLKS 19,700 19,653 100 47 0 Hi= 4)

The second area shows the current status of the queue data sets. A warning isindicated on the
right if aproblem is detected (for example, a data set usage threshold is reached).

The descriptions are arranged in alphabetical order by row.

--IMS DATA SETS--

LONG

Long message queue data set utilization. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

ALLOCATED %
Number of recordsthat are allocated and the percentage of the total
records all ocated.

FREE %
Number of recordsthat are free and the percentage of the total records
free.

TOTAL
Total number of records.
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QBLKS

****WARNING****
Indicates whether the QTU threshold has been reached as follows:

When the % value for ALLOCATED records for the long message queue
data set exceeds the threshold specified by the QTU parameter for the IMS
control region, THRESHOLD is displayed and highlighted in thisfield.

If the % value for ALLOCATED records for the long message queue data
set does not exceed the threshold specified by the QTU parameter, the
high-water mark is shown in this field.

If CHKPT PURGE, CHKPT DUMPQ, or CHKPT FREEZ is displayed,
SCHEDULING STOPPED is shown in Area 5 of the display as described
on page 214.

Note: (IMSDB/DC only)

The ALLOCATED total may exceed the high-water mark early inan IMS
session. This happens because the ALLOCATED totals include bit-map
and message-queue records that are rebuilt into the current IMS at restart.
Asthese records are put into actual use, the high-water marks (highest
record humber) eventually adjust.

QBLKS message queue data set utilization. (This field does not apply to DBCTL
threads, region types DBT and ODB.)

ALLOCATED %
Number of records that are allocated and the percentage of the total
records all ocated.

FREE %
Number of recordsthat are free and the percentage of the total records
free.

TOTAL
Total number of records.

****WARNING****
Indicates whether the QTU threshold has been reached as follows:

When the % value for ALLOCATED records for the QBLK S message
gueue data set exceeds the threshold specified by the QTU parameter for
the IMS control region, THRESHOLD is displayed and highlighted in this
field.

If the % value for ALLOCATED records for the long message queue data
set does not exceed the threshold specified by the QTU parameter, the
high-water mark is shown in this field.

If CHKPT PURGE, CHKPT DUMPQ, or CHKPT FREEZ is displayed,
SCHEDULING STOPPED is shown in Area 5 of the display as described
on page 214.

Note: IMSDB/DC only.
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SHORT

The ALLOCATED total may exceed the high-water mark early inan IMS
session. This happens because the ALLOCATED totals include bit-map
and message-queue records that are rebuilt into the current IMS at restart.
Asthese records are put into actual use, the high-water marks (highest
record number) eventually adjust.

Short message queue data set utilization. (Thisfield does not apply to DBCTL
threads, region types DBT and ODB.)

ALLOCATED %
Number of records that are allocated and the percentage of the total
records allocated.

FREE %
Number of recordsthat are free and the percentage of the total records
free.

TOTAL
Total number of records.

****WARNING****
Indicates whether the QTU threshold has been reached as follows:

When the % value for ALLOCATED records for the short message queue
data set exceeds the threshold specified by the QTU parameter for the IMS
control region, THRESHOLD is displayed and highlighted in thisfield.

If the % value for ALLOCATED records for the long message queue data
set does not exceed the threshold specified by the QTU parameter, the
high-water mark is shown in this field.

If CHKPT PURGE, CHKPT DUMPQ, or CHKPT FREEZ is displayed,
SCHEDULING STOPPED is shown in Area 5 of the display as described
on page 214.

Note: IMSDB/DC only.

The ALLOCATED total may exceed the high-water mark early inan IMS
session. This happens because the ALLOCATED totals include bit-map
and message-queue records that are rebuilt into the current IMS at restart.
Asthese records are put into actual use, the high-water marks (highest
record number) eventually adjust.
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Area 3

ACBLIBA MODBLKSB SYSTEM: DB/DC ETO: ACTIVE DLQT: 5 SUSPEND QUEUE

The third area shows the ddnamesin use, IMS system type, current rel ease, status of the ETO
feature, dead letter queue time in days, and the status of the APPC feature.

The descriptions are arranged in alphabetical order.

ACBLIBA MODBLKSA
Current IMS ddnamesin use.

APPC
Thisfield is highlighted if the statusis STOPPED or different from the requested
status.
The value can be either INACTIVE or in the form of XXXxxxxx -nnnnnnnn, where:
XXXXXXXX Isthe IMS status, which can be one of the following:
+ CANCELED
+ DISABLED
« ENABLED
 FAILED
« OUTBOUND
PURGING
+ STARTING
e STOPPED
See IBM's IMSOperator Reference for adescription of the status
inthe“/DIS APPC” section.
nnnnnnnn Isthe IMS base LU6.2 name (if known)
DLQT
Shows the Dead Letter Queue Time (DLQT) in daysfor thisIMS. Thisvalueis
specified at IM S startup and represents the number of daysthat an ETO user
structure can go unreferenced before it is considered to be in a dead queue status.
(Thefield isblank for DBCTL targets.)
ETO

This field shows the status of the ETO feature as ACTIVE or INACTIVE.
(Thefield isblank for DBCTL targets.)

FORMATA DFSOLP0O0
Current IMS ddnamesin use.

RELEASE
IMS system release.

SUSPEND QUEUE
Thisvalueis displayed and highlighted in the WARNING column if there are any
transactions on the suspend queue. It is not displayed if there are no transactions on
the suspend queue.
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SYSTEM

IMS system type:
DB/DC
DBCTL
DCCTL
Area 4
--TRACES-- DL/I..LOCK. .DLOG. .DISP..SCHD..SUBS..LATC....PIl..._.FP...MON..TIMEOUT

ON ON ON ON ON OFF OFF OFF OFF OFF AUTO 65
--STOPPED RESOURCES-- LINES: 6 TRANS: 0 DB’S: 33 RTCDE’S: 0
NODES: 0 PGMS: 0 APPCLU: 0

The fourth area shows the current status of the internal traces, the total number of stopped
lines, transactions, databases, routing codes, VTAM nodes, and programs (PSBS).

Note: STOPPED RESOURCES s available only with the STATR service. STAT shows
blanksin this area.

The descriptions are arranged in alphabetical order.
--TRACES--
This section displays the status of IM S traces.

The trace abbreviations for internal traces are the same as those used in the /TRA IMS
command. The trace status for internal tracesis shown as:

OFF IMS internal traceis not active.
ON IMSinternal traceis active.

The VTAM timeout trace has special status indicators as follows:

TIMEOUT VTAM timeout trace. The format is:
SSSS mm

where:

Ssss Is the status of the VTAM /O timeout trace. Possible
values:
AUTO Timeout trace active with AUTO option
MSG Timeout trace active with MSG option
OFF Timeout trace not active
ON Timeout trace active; neither MSG or

AUTO option specified
mm Isthe timeout threshold in minutes, 0 (no timeout limit),

or blank (traceis not active).
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--STOPPED RESOURCES--

The values shown in this area are determined according to the rules of the /DISPLAY
STATUS command; they are available only with the STATR service. Thelines are blank in
the STAT service.

The descriptions are arranged in alphabetical order.

APPCLU The number of APPC LUs that are stopped or have an associated, stopped
TP (transaction program). Thisfield is blank for DBCTL targets.

DB’'S The number of databases currently stopped (stopped, locked, not open,
inquiry only). Uninitialized databases are not included in this count.

LINES The number of communication lines currently stopped (no input, no output,
no queuing, idle). (Thisfield does not apply to DBCTL threads, region types
DBT and ODB.)

NODES VTAM stopped nodes. (Thisfield does not apply to DBCTL threads, region
types DBT and ODB.)

PGMS Number of programs (PSBs) currently stopped.

RTCDE'S The number of routing codes currently stopped if Fast Path isinstalled.

(Thisfield does not apply to DBCTL threads, region types DBT and ODB.)

TRANS The number of transaction codes currently stopped (nho queuing, no
scheduling, locked, locked for /DBD).

Area 5

--RESTART DATA-- 12/15/02 11:28:52 DFSVNUC8 --LOCK MANAGER-- IRLM IR15

--SCHEDULING-- FAILURES: 0 0%
CLASS 001 002 003 004 005 006 REST TOTAL FP
Q’D 0 0 0 0 0 0 0 0 0
PROC 245 143 0 0 0 0 0 388 0

Thefifth area shows scheduling, the number of failures, the current status, how many
transactions are currently queued, and how many have been processed.

The descriptions are arranged in alphabetical order.

--RESTART DATA--

Note:  WhenIMS 6.1 or later isrunning, UTC (Universal Time Clock) timeis used.
When IMS 5.1 isrunning, local timeis used.

12/15/02
The restart date (mm/dd/yy).

11:28:52
The IMS restart time (hh:mm:ss).
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DFSVNUC2
Current IMS nucleus |oaded.

LOCK MANAGER
Displaysthe current IMS lock manager. Possible values:

IRLM ssid Locks are managed by IRLM with subsystem ID ssid.
Pl L ocks are managed by Program Isolation.

--SCHEDUL ING--

CLASS
Transaction class. The counts for classes 001 through 006 are shown separately;
higher classes are summarized under REST. Totals are also shown. If Fast Pathis
installed, the counts are summarized under FP. (Thisfield does not apply to
DBCTL threads, region types DBT and ODB.)

FAILURES
The number of unsuccessful attempts at scheduling and the percent this represents
of total activity.

Note:  Because the counts of the different types of failures are kept in halfword
counters, thissum isinvalid if any one of these exceeds 65,535.

PROC
The number of transactions processed since the last IMS cold start.

Note:  These counts are accumulated from halfword counters kept by transaction
code. If more than 32,767 transactions of one type are processed, this
counter wraps to zero and the accumulation is lower than the true total.

QD
The number of transactions currently queued. An asterisk appearsto the right of the
count if any enqueued transactions within that class are not schedulable (locked,
stopped, or priority zero). (Thisfield does not apply to DBCTL threads, region
types DBT and ODB.)

SCHEDULING STOPPED
Thisvalueis displayed to the right of FAILURES if scheduling is not currently
active. The reason is shown in the WARNING column (see the Area 2 description):

CHKPT DUMPQ A checkpoint DUMPQ isin progress.
CHKPT FREEZE A checkpoint FREEZE isin progress.
CHKPT PURGE A checkpoint PURGE isin progress.
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Chapter 13. Database Displays

This chapter describes the displays that show the status, activity, and performance of IMS
resources as programs execute in the dependent regions, accessing message queues and

various databases (DL/I or DB2).

DBST - OSAM Global Pool Statistics

BMC SOFTWARE ~———————mmmmmooo o OSAM POOLS ———————mmommm— PERFORMANCE MGMT
SERV ==> DBST INPUT  13:21:09 INTVL=> 3 LOG=> N  TGT==> IMSxxx
PARM ==> RA13071 ENTER SUBPOOL TO BE DISPLAYED SCROLL => N/A
——————————— OSAM DATABASE POOL STATISTICS - - - = = = = — = - — — -

460,800 TOTAL POOL SIZE 8 SUBPOOLS DL/1 TRACE 1S ON
----------- OSAM BUFFER HANDLER REQUESTS - - — = — = = = — — - — -
1,946 SEARCHES 140 ALTERS
198 RETRIEVES BY KEY 0 BLOCK CREATES
0 GET NEXTS 70 PURGES
----------- OSAM BUFFER HANDLER PERFORMANCE - - — = — = — = — — — — -
0 OSAM WRITES - STEAL
117 OSAM READS WITH 1/0 28 0SAM WRITES - PURGE
1,809 SATISFIED FROM POOL 98 BLOCKS WRITTEN - TOTAL
93.9 HIT RATIO 0 FORMAT CYLINDER
0 BLOCKS CREATED
0 ERROR BUFFERS IN POOL 0 MAX ERROR BUFFERS IN POOL
------------ SEQUENTIAL BUFFERING STATISTICS - - - — - - — — — - — -
STATUS: ACTIVE OK STORAGE CURRENTLY IN USE
100K STORAGE LIMIT 66K MAX STORAGE USED

Description: This display shows global statistics, accumulated since IMS restart,

for the whole pool.

Select Code: DBST

Global pooal statistics.

Parameter: None for this global display.

Entry of avalid subpool number returns the subpool display (see
“DBST - OSAM Subpool Statistics’ on page 219).

Field Descriptions:

Each of the fields is shown and described below by display area.

Area 1

460,800 TOTAL POOL SIZE

OSAM DATABASE POOL STATISTICS

8 SUBPOOLS

DL/1 TRACE IS ON
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This area shows the current pool definition. The descriptions are arranged in alphabetical
order.

DL/I TRACE IS ON/OFF
The status of the DL/I buffer handler trace is shown as either ON or OFF.

SUBPOOLS
The number of subpools.

TOTAL POOL SIZE
Thetotal pool sizein bytes (including all overhead).

Area 2
——————————— OSAM BUFFER HANDLER REQUESTS - - - - - = = = - - - - -
1,946 SEARCHES 140 ALTERS
198 RETRIEVES BY KEY 0 BLOCK CREATES
0 GET NEXTS 70 PURGES

This area displays the total requests made to the buffer handler. The descriptions are arranged
in aphabetical order.

ALTERS
The number of mark buffer altered requests.

BLOCK CREATES
These requests are made when it is necessary to format a new block in the data set.

GET NEXTS
The number of get nexts (incremented only for databases accessed through OSAM).

PURGES

The number of purge requests required for synchronization point or checkpoint
processing.

RETRIEVESBY KEY

The number of retrieves by key (incremented only for databases accessed through
OSAM).

SEARCHES
Includes block locates, byte locates, and searches to get or free space.

Area 3
————————————— OSAM BUFFER HANDLER PERFORMANCE - - - = = = = - - - -
0 OSAM WRITES - STEAL
117 OSAM READS WITH 1/0 28 OSAM WRITES - PURGE
1,809 SATISFIED FROM POOL 98 BLOCKS WRITTEN - TOTAL
93.9 HIT RATIO O FORMAT CYLINDER
0 BLOCKS CREATED
0 ERROR BUFFERS IN POOL 0 MAX ERROR BUFFERS IN POOL
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This area displays the actual work performed by the buffer handler to satisfy the above
requests. The descriptions are arranged in al phabetical order.

BLOCKS CREATED
The number of new blocks added to the data set.

BLOCKSWRITTEN - TOTAL
Total blocks written, including OSAM WRITES - STEAL and OSAM WRITES -
PURGE.

ERROR BUFFERS IN POOL
The number of error buffers currently in the pool.

FORMAT CYLINDER
The number of new cylinders formatted in the data set.

HIT RATIO
The hit ratio for all OSAM buffer pools combined. It is a measure of buffer pool
performance. A high hit ratio means that a high percentage of reads were satisfied
from the buffer pool without having to access external storage.

Hit ratio is computed as follows:

100 x (A 7/ (A + B))

where:
A Requests satisfied from pool
B OSAM reads with 1/0O

MAX ERROR BUFFERS IN POOL
The largest number of error buffers ever in the pool since IMS restart.

OSAM READSWITH I/0
The number of reads performed by OSAM in the overflow areato retrieve the next
sequential block. Each read counted here indicates that the buffer requested was not
in the OSAM buffer pool and had to be read from external storage.

OSAM WRITES - PURGE
This counter isincremented when the pool is purged because of synchronization point
or checkpoint processing. Each write may cause multiple blocks to be written.

OSAM WRITES - STEAL
The counter is incremented whenever a buffer is written to make space in the pool.
These writes are very expensive and should be avoided. They indicate that your
buffer pools may be too small.

SATISFIED FROM POOL

This counter is incremented when the request is satisfied with arecord already in the
pool.
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Area 4

------------ SEQUENTIAL BUFFERING STATISTICS - - = - — = — — — — — -
STATUS: ACTIVE OK STORAGE CURRENTLY IN USE
100K STORAGE LIMIT 66K MAX STORAGE USED

This area displays sequential buffering statistics. It is blank for IMS releases prior to IMS 2.2.
The descriptions are arranged in alphabetical order.

MAX STORAGE USED
High-water mark for storage used (in K) by sequential buffering for this run of IMS.

STATUS
Status of sequential buffering in thisIMS system. Possible values:

ACTIVE
Sequential buffering is enabled.

NOT INITIALIZED
Sequential buffering option was not selected.

SOFTWARE PROBLEM
Error with sequential buffering component.

STOPPED

Sequential buffering was active but has been stopped with an operator
command.

STORAGE CURRENTLY IN USE
Number of kilobytes of storage currently used by sequential buffering for all regions.

STORAGE LIMIT
Maximum amount of storage (in K) that can be allocated by sequential buffering. If
no limit was specified, NO STORAGE LIMIT is displayed.
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DBST - OSAM Subpool Statistics

BMC SOFTWARE
SERV ==> DBST
PARM ==> 7

INPUT
RA13071

ID CP1 BUFFER SIZE 8,192

879 LOCATES
65 PURGES

OSAM READS WITH 170
SATISFIED FROM POOL

OSAM POOLS
13:21:09

OSAM SUBPOOL STATISTICS
7 BUFFERS

OSAM SUBPOOL REQUESTS

OSAM SUBPOOL PERFORMANCE

INTVL=> 3 LOG=> N
ENTER SUBPOOL TO BE DISPLAYED

PERFORMANCE MGMT
TGT==> IMSxxX
SCROLL=> N/A

PAGEFIX: BUFFERS N PREFIXES N

52 ALTERS
0 BLOCK CREATES

0 OSAM WRITES - STEAL
26 BLOCKS WRITTEN - PURGE

BUFFERS STOLEN

HIT RATIO 1,058 BUFFERS SEARCHED

LOCATE CALLS WHICH WAITED FOR BUSY IDENTS

BUFFER STEAL WAITS FOR BUFFER BUSY WRITING

BUFFER STEAL WAITS FOR BUFFER BUSY READING

BUFFER STEAL OR PURGE WAITS FOR OWNERSHIP TO BE RELEASED

BUFFER STEAL WAITS BECAUSE NO BUFFER WAS AVAILABLE TO BE STOLEN

oOoooo

LEVEL 0 1 2 3 4 5 6 7 8
92 12 0 0 0 0 0 0 0

Description: Statistics on OSAM buffer pool management are also kept by subpool,
not just for the whole pool. These statistics are cumulative from IMS
restart.

Select Code: DBST

Parameter: Enter subpool number (1 or 2 digits).

Field Descriptions:

If no entry ismade, the global pool display (see“DBST - OSAM Global
Pool Statistics’ on page 215) is returned.

Each of the fields is shown and described below by display area.

ID CP1

Area 1

BUFFER SIZE

PAGEFIX: BUFFERS N PREFIXES N

OSAM SUBPOOL STATISTICS
8,192 7 BUFFERS

This area shows the current subpool definition. The descriptions are arranged in alphabetical

order.

BUFFERS

Number of buffers specified.

BUFFER SIZE

The subpool buffer size in bytes.
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Four-character subpool identification from the ID field on the IOBF control
statement. Used when defining multiple subpools of the same size.

N/A if not used.

PAGEFIX: BUFFERS

Indicates (Y/N) whether the long term page fixing option was chosen for data buffers
in this pool.

PAGEFIX: PREFIXES

Indicates (Y/N) whether the long term page fixing option was chosen for buffer
prefixesin this pool.

Area 2

————————————— OSAM SUBPOOL REQUESTS - = - = = = = = = — — — — — —
879 LOCATES 52 ALTERS

65 PURGES 0 BLOCK CREATES

This area displays the number of subpool requests. However, at this time, only the number of
purge requests is being incremented by IMS. The descriptions are arranged in alphabetical
order.

ALTERS
The number of alters.

BLOCK CREATES
The number of blocks created.

LOCATES
The number of locates.

PURGES
The number of purges.

Area 3

————————————— OSAM SUBPOOL PERFORMANCE - - - - = = = = — — — — -

103 OSAM READS WITH 1/0 0 OSAM WRITES - STEAL
774 SATISFIED FROM POOL 26 BLOCKS WRITTEN - PURGE
88.3 HIT RATIO 1,058 BUFFERS SEARCHED

This area displays the actual work performed by the buffer handler in this subpool. The
descriptions are arranged in al phabetical order.

BLOCKSWRITTEN - PURGE
This counter is incremented by the number of blocks purged from the pool in
synchronization point or checkpoint processing. The number of OSAM
WRITES/STEAL may be added to this to get the total number of blocks written.
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BUFFERS SEARCHED
The total number of buffers searched to find the records. Both this counter and
SATISFIED FROM POOL exclude work done for keyed requests; therefore, the sum
of the subpool countersis less than the global counter displayed for the whole pool.

HIT RATIO
Thisvalue is ameasure of buffer pool performance. A high hit ratio meansthat a high
percentage of reads were satisfied from the buffer pool without having to access
external storage.

Hit ratio is computed as follows:

100 x (A 7/ (A + B))

where:
A Requests satisfied from pool
B OSAM reads with 1/0O

OSAM READSWITH 1/0
The number of OSAM reads. Each read counted here indicates that the buffer
requested was not in the OSAM buffer pool and had to be read from external storage.

OSAM WRITES - STEAL
This counter isincremented whenever a buffer is written to make space in the pool.
These writes are very expensive and should be avoided. They indicate that your
buffer pool may be too small.

SATISFIED FROM POOL
This counter is incremented when the request is satisfied with arecord already in the
subpool.

Area 4

O LOCATE CALLS WHICH WAITED FOR BUSY IDENTS

0 BUFFER STEAL WAITS FOR BUFFER BUSY WRITING

0 BUFFER STEAL WAITS FOR BUFFER BUSY READING

0 BUFFER STEAL OR PURGE WAITS FOR OWNERSHIP TO BE RELEASED

0 BUFFER STEAL WAITS BECAUSE NO BUFFER WAS AVAILABLE TO BE STOLEN

This area displays five counters of waits that may occur in the buffer handler. The reason for
each type of wait is documented in the display.
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Area 5

LEVEL 0 1 2 3 4 5 6 7 8
BUFFERS STOLEN 92 12 0 0 0 0 0 0 0

This area presents an overview of the work performed to free space in the buffer pool. The
descriptions are arranged in al phabetical order.

BUFFERS STOLEN
The number of buffers taken at each level.

LEVEL

The nine levels represent a difference in the amount of work necessary to free the
buffer.

* A buffer a level 0 or 1 can be used immediately because it is unowned and
unaltered.

¢ A buffer at level 2 or 3 can be used when awrite that has already been initiated is
complete.

« Atlevel 4 or 5, the buffer must first be written out.

* LevelsO, 2, 4indicate that the last owner of the buffer isthe PST currently
requesting one, while buffers at levels 1, 3, 5 belonged to another PST.

«  Ownership must be released before a buffer at levels 6, 7, or 8 may be stolen.

* Atlevel 6 the buffer is not marked altered; at level 7 it has been altered; and at
level 8 the dataiis currently being read in.
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FPBST - Fast Path Buffer Pool Statistics

BMC SOFTWARE —-----—--- SERVICE FAST PATH BUFFER POOL ------- PERFORMANCE MGMT
SERV ==> FPBST INPUT  13:21:09 [INTVL=> 3 LOG=> N  TGT==> IMSXxX
PARM ==> SCROLL => N/A

FAST PATH BUFFER POOL STATISTICS

30 TOTAL BUFFERS (DBBF) 25 FIXED BUFFERS
10 TOTAL PRE-FIXED BUFFERS (DBFX) 0 BUFFERS IN USE BY PROGRAMS
2,048 BUFFER SIZE (BS1Z2) 1 BUFFERS BEING WRITTEN

24 FIXED BUFFERS AVAILABLE
5 UNFIXED BUFFERS

2 TOTAL OUTPUT THREADS (OTHR) 2 IDLE OUTPUT THREADS

61,440 TOTAL FAST PATH BUFFER POOL SIZE
51,200 TOTAL PAGE-FIXED BUFFER POOL SIZE

REGION----NBA-OBA-USED REGION----NBA-OBA-USED REGION----NBA-OBA-USED

1-MDR5 6 0 O 2-MPR5 6 2 O

Description: This display describes the Fast Path buffer poal. It shows its size, the
options in effect, and the users of the pool.

Select Code: FPBST

Parameter: Enter the 1- to 3-digit region number. Default is 1. Enter the number of

the region that you want displayed first in the detailed region area.

Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1
FAST PATH BUFFER POOL STATISTICS
30 TOTAL BUFFERS (DBBF) 25 FIXED BUFFERS
10 TOTAL PRE-FIXED BUFFERS (DBFX) 0 BUFFERS IN USE BY PROGRAMS
2,048 BUFFER SIZE (BSI12) 1 BUFFERS BEING WRITTEN

This area shows the defined characteristics of the Fast Path buffer pool. The descriptions are
arranged in a phabetical order.

BUFFER SIZE (BSIZ)
The size of each Fast Path buffer as specified in the JCL.

BUFFERS BEING WRITTEN
The number of fixed buffers that are currently being written by an output thread or
that are accumulating sequential dependent segments.

Note:  Because this number includes buffers assigned to SDEPS, this number can be
nonzero even if all output threads are idle.

BUFFERS IN USE BY PROGRAMS
The number of fixed buffers that are currently in use in the dependent regions.
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FIXED BUFFERS
The total number of buffers that are currently page-fixed.

TOTAL BUFFERS (DBBF)
The total number of buffersin the pool as specified in the JCL.

TOTAL PRE-FIXED BUFFERS (DBFX)
The total number of buffersto be fixed when the first region starts, as specified in the
JCL.

Area 2

24 FIXED BUFFERS AVAILABLE
5 UNFIXED BUFFERS

This area shows buffer availability. The descriptions are arranged in alphabetical order.

FIXED BUFFERS AVAILABLE
The number of fixed buffers available for use by the dependent regions.

UNFIXED BUFFERS
The number of buffersthat are not page fixed and could be used to start up additional
dependent regions.

Area 3

2 TOTAL OUTPUT THREADS (OTHR) 2 IDLE OUTPUT THREADS

61,440 TOTAL FAST PATH BUFFER POOL SIZE
51,200 TOTAL PAGE-FIXED BUFFER POOL SIZE

This area shows output thread and pool size statistics. The descriptions are arranged in
alphabetical order.

IDLE OUTPUT THREADS
The number of output threads available for use by the dependent regions.

TOTAL FAST PATH BUFFER POOL SIZE
Thetotal virtual storage size of the Fast Path buffer pool (DBBF x BSIZ).

TOTAL OUTPUT THREADS (OTHR)
The total number of output threads as specified in the JCL.
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TOTAL PAGE-FIXED BUFFER POOL SIZE
The amount of the Fast Path buffer pool that has been page-fixed by IMS (depends on
DBFX, the number of active regions, and the number of open DEDBS).

Area 4

REGION----NBA-OBA-USED REGI0ON----NBA-OBA-USED REGION----NBA-OBA-USED
1-MDR5 6 0 0 2-MPR5 6 2 0

This area shows fixed buffer usage by region.

NBA

The normal buffer alocation specified in the JCL.
OBA

The overflow buffer allocation specified in the JCL.
REGION

The region identification and job name.

Note:  The CICSjob nameis shown as the message region name when DBCTL
threads all ocate PSBs with Fast Path resources. The CICS job name appears
only while the PSB is allocated. When the transaction completes and the
PSB is deallocated, the Fast Path buffers are freed and the CICS job name no
longer appears in the display (no DBCTL thread).

USED

The number of fixed buffers currently in use by the region.
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VSST - VSAM Global Pool Statistics

BMC SOFTWARE =~ —---mmmmmmmmmmmmmmm VSAM POOLS
SERV ==> VSST INPUT  13:57:26
PARM ==>

POOL IS LOCAL

DL/1 TRACE IS ON

BACKGROUND WRITE: 34%
72.4 HIT RATIO FOR ALL SUBPOOLS

—————————————————— PERFORMANCE MGMT
INTVL=> 3 LOG=> N TGT==> IMSXxX
LINE 1 OF 12 SCROLL => CSR

<< EXPAND >>

——————————— VSAM DATABASE POOL STATISTICS - - — = — — — — = — - — -

84K TOTAL VSAM POOL SIZE

4K TOTAL BUFFER HANDLER POOL SIZE
2 BACKGROUND WRITES
5 PURGE/CHKPT CALLS RECEIVED

--------------- SUBPOOL SUMMARY - — - — = — — — — — — — — — — -

226

BUFFER HIPERSPACE HIT READS WRITES WRITES
SP ID T SIZE BUFFERS BUFFERS  RATIO WITH 1/0 (USER) (VSAM)
1 1001 D 1,024 8 0 98.9 102 0 0
2 1001 D 2,048 8 0 34.0 340 24 2
3 1001 D 4,096 15 5 64.1 51 5 0
4 1002 1 4,096 15 10 92.6 55 1 0
END OF DATA
Description: This display describes the VSAM buffer poal: its size, the optionsin
effect, and the defined subpools.
Select Code: VSST (global pool statistics)
Parameter: None for this global display.
Entry of avalid subpool number returns the subpool display (see“VSST
- VSAM Subpool Statistics’ on page 229).
Expand: The subpool detail display can be accessed by moving the cursor to the
linein the Subpool Summary for the desired subpool and pressing
ENTER.
Scralling: The display is scrollable so that any number of subpools can be
displayed.

Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1

——————————— VSAM DATABASE POOL STATISTICS - - - - = = = = = - — — -
POOL IS LOCAL 84K TOTAL VSAM POOL SIZE
DL/1 TRACE IS ON 4K TOTAL BUFFER HANDLER POOL SIZE
BACKGROUND WRITE: 34% 2 BACKGROUND WRITES
72.4 HIT RATIO FOR ALL SUBPOOLS 5 PURGE/CHKPT CALLS RECEIVED
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This area shows the defined characteristics of the VSAM database pool. The descriptions are
arranged in a phabetical order.

BACKGROUND WRITE:
OFF if background write is not selected. If background writeis on, this field shows
the percent of buffersin each subpool to be considered as candidates for writing by
the background write function. This number is specified or defaults to the OPTIONS
Statement.

BACKGROUND WRITES
The number of times background write was invoked since IMS restart.

DL/I TRACE IS ON/OFF
The status of the DL/I buffer handler trace is shown as either ON or OFF.

HIT RATIO FOR ALL SUBPOOLS
A measure of buffer pool performance for all the VSAM subpooals. A high hit ratio
means that a high percentage of reads were satisfied from the buffer pools without
having to access external storage.

The hit ratio for all subpoolsis calculated as:

100 x (A 7/ (A + B))

where;
A Number of read requests satisfied from all VSAM pools
B Number of readswith I/O for all VSAM pools

POOL ISLOCAL/GLOBAL
The pool isidentified as either GLOBAL (in CSA) or LOCAL (in IMS private
storage).

PURGE/CHKPT CALLS RECEIVED
The number of purge or checkpoint calls received since IMS restart.

TOTAL BUFFER HANDLER POOL SIZE
Kilobytes of storage for the VSAM dtatistics, RPL blocks, and the DL/I trace table if
tracing is requested.

TOTAL VSAM POOL SIZE
The number of kilobytes of storage allocated for al subpools.

Area 2
——————————————— SUBPOOL SUMMARY - - - = = = = = = = = - - - - -
BUFFER HIPERSPACE HIT READS WRITES WRITES
SP ID T SIZE BUFFERS BUFFERS RATIO WITH 1/0 (USER) (VSAM)
1 1001 D 1,024 8 0 98.9 102 0 0
2 1001 D 2,048 8 0 34.0 340 24 2
3 1001 D 4,096 15 5 64.1 51 5 0
4 1002 1 4,096 15 10 92.6 55 1 0
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This area shows the characteristics of each defined subpool and the 1/0 activity since IMS
restart. The descriptions are arranged in alphabetical order.

BUFFERS
Number of virtual storage buffers for this subpool.

BUFFER SIZE
The size of a subpool buffer.

HIPERSPACE BUFFERS
Number of Hiperspace buffers defined for this subpool.

HIT RATIO
A measure of buffer pool performance. A high hit ratio means that a high percentage
of reads are satisfied from the buffer pool without having to access external storage.

The hit ratio for each subpool is computed as follows:

100 x (A 7/ (A + B))

where:
A Requests satisfied from pool
B VSAM reads with I/O

Four character pool ID for thisVSAM subpool: xxxx isshown if an ID isif not
specified.

READSWITH 1/O
Represents the number of times VSAM had to access external storage because the
VSAM control interval was not in the virtual storage or Hiperspace buffer pool.

Relative subpool number.

Subpooal type. It can be:

D Data
| Index

WRITES (USER)
Writes by VSAM initiated by the user for synchronization point processing.

WRITES (VSAM)
Number of writesinitiated by VSAM to make free space in the pool. These types of
writes are very expensive and indicate that the pool may be too small. They also are
called VSAM steal writes or forced writes.

MVIMS Online — Analyzers Reference Manual



VSST - VSAM Subpool Statistics

BMC SOFTWARE ~—---mmmmmmmmmmmmemm VSAM POOLS ——--mmmmmmmmmmmmm PERFORMANCE MGMT
SERV ==> VSST INPUT  13:57:59 INTVL=> 3 L0G=> N TGT==> IMSXxX
PARM ==> 04 LINE 1 OF 20 SCROLL=> CSR

——————————— IMS VSAM SUBPOOL STATISTICS - = = — = = — = — — — — — -
SP 4  BUFFER SIZE 4,096 15 BUFFERS PAGEFIX BUFFERS N
ID 1001  BFR TYPE INDEX 10 H/S BUFFERS PAGEFIX 10 BLKS N

——————————— IMS VSAM BUFFER HANDLER REQUESTS - - - - - = — = - — — -

0 RETRIEVES BY RBA 0 ESDS INSERTS
500 RETRIEVES BY KEY 1 KSDS INSERTS
0 ALTERS

------ VSAM RETRIEVE REQUESTS / VSAM PERFORMANCE STATISTICS - - - - - - -

500 VSAM GETS 0 WRITES (VSAM INITIATED)
0 VSAM SEARCH BUFFER POOL 1 WRITES (USER INITIATED)
691 SATISFIED FROM POOL
55 READS WITH 1/0 0 ERROR BUFFERS IN POOL
92.6 HIT RATIO 0 MAX ERROR BUFFERS IN POOL

----------- HIPERSPACE BUFFER STATISTICS - - - — = — = — — — — — — -
42.9 HIPERSPACE HIT RATIO

320 SUCCESSFUL READS 6 SUCCESSFUL WRITES
0 UNSUCCESSFUL READS O UNSUCCESSFUL WRITES
END OF DATA
Description: For the VSAM buffer pool, most of the statistics are kept by subpoal.

This display shows the requests and work performed in the selected
subpool since IMSrestart.

This display can be accessed by cursor selection from the VSST global

display or by parameter specification.
Select Code: VSST (subpool statistics)
Parameter: Enter subpool number (1 or 2 digits).

If no entry is made, the global pool display (see“VSST - VSAM Global
Pool Statistics’ on page 226) is returned.

Scralling: Thisdisplay is scrollable.

Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1
——————————— IMS VSAM SUBPOOL STATISTICS - - - = = = = = = = - - - -
SP 4 BUFFER SIZE 4,096 15 BUFFERS PAGEFIX BUFFERS N
ID 1001 BFR TYPE INDEX 10 H/S BUFFERS PAGEFIX 10 BLKS N
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This area shows the current subpool definition. The descriptions are arranged in alphabetical

order.
BFRTYPE
Possible values:
DATA
Data buffers and any index buffers not assigned to an index pool in this pool
(default)
INDEX
Only index buffersin this pool
BUFFERS
The number of buffers specified.
BUFFER SIZE
The subpool buffer size in bytes.
H/S BUFFERS
Number of Hiperspace buffers specified for this subpool.
ID

Four-character VSAM subpool ID.

PAGEFIX BUFFERS
Indicates (Y/N) whether buffers are page fixed for this subpooal.

PAGEFIX 10 BLKS
Indicates (Y/N) whether 1/O blocks are page fixed for this subpool.

SP
Relative subpool number.

Area 2

——————————— IMS VSAM BUFFER HANDLER REQUESTS - - - - - - = = - — — -

0 RETRIEVES BY RBA 0 ESDS INSERTS
500 RETRIEVES BY KEY 1 KSDS INSERTS
0 ALTERS

This area displays the number of requests made to this subpool, separated by the type of
request. The descriptions are arranged in alphabetical order.

ALTERS
The number of alters.

ESDS INSERTS
The number of ESDS inserts.

KSDS INSERTS
The number of KSDS inserts.
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RETRIEVESBY KEY
The number of retrieves by key.

RETRIEVESBY RBA
The number of retrieves by RBA.

Area 3

—————— VSAM RETRIEVE REQUESTS / VSAM PERFORMANCE STATISTICS - - - - - - -

500 VSAM GETS 0 WRITES (VSAM INITIATED)
0 VSAM SEARCH BUFFER POOL 1 WRITES (USER INITIATED)
691 SATISFIED FROM POOL
55 READS WITH 1/0 0 ERROR BUFFERS IN POOL
92.6 HIT RATIO 0 MAX ERROR BUFFERS IN POOL

Thisareadisplaysthe retrieve requests made to VSAM and the amount of VSAM 1/O required
to satisfy all requests. The descriptions are arranged in alphabetical order.

ERROR BUFFERS IN POOL
Error buffers currently in the pool.

HIT RATIO
A measure of buffer pool performance. A high hit ratio means that a high percentage
of reads are satisfied from the buffer pool without having to access external storage.

The hit ratio is computed as follows:

100 x (A /7 (A + B))

where;
A Requests satisfied from pool
B VSAM reads with I/O

MAX ERROR BUFFERS IN POOL
The largest number of error buffers ever in the pool since IMS restart.

READSWITH 1/O
Represents the number of times VSAM had to access external storage because the
VSAM control interval was not in the virtual storage or Hiperspace buffer pool.

SATISFIED FROM POOL
Requests satisfied with arecord already in the pool.

VSAM GETS
The number of VSAM GET requests.

VSAM SEARCH BUFFER POOL
The number of VSAM search buffer requests.
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WRITES (USER INITIATED)
Writes by VSAM initiated by the user for synchronization point or background write
processing.

WRITES (VSAM INITIATED)
Writesinitiated by VSAM to free space in the pool. These writes are very expensive
and indicate that the pool may betoo small. They are also called VSAM steal writes
or forced writes.

Area 4

——————————— HIPERSPACE BUFFER STATISTICS - - = = = = = = = = - - - -
42.9 HIPERSPACE HIT RATIO
320 SUCCESSFUL READS 6 SUCCESSFUL WRITES
0 UNSUCCESSFUL READS 0 UNSUCCESSFUL WRITES

This area shows the number of Hiperspace reads and writes requested. The descriptions are
arranged in al phabetical order.

HIPERSPACE HIT RATIO
The portion of the VSAM hit ratio that is due to Hiperspace buffering. It is calculated
asfollows:

100 x (A /7 (B + C))

where:

A Successful reads from Hiperspace

B Requests satisfied from pool (includes successful Hiperspace reads)
C Reads with 1/0

SUCCESSFUL READS
The number of successful reads from Hiperspace for this subpooal.

SUCCESSFUL WRITES
The number of successful writes to Hiperspace for this subpool.

UNSUCCESSFUL READS
The number of unsuccessful reads from Hiperspace. Each unsuccessful read
represents an occasion when data had to be obtained from external storage because
the Hiperspace page was stolen. If IMS determines in advance that the desired Cl is
not in Hiperspace, it does not attempt the Hiperspace read. Therefore, the number of
reads to external storage can be greater than the number of unsuccessful Hiperspace
reads.

UNSUCCESSFUL WRITES
The number of unsuccessful writesto Hiperspace.
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Chapter 14. IMS Internals Displays

This chapter describes the displays that show the status of IM S resources when internal IMS
functions are invoked for transaction processing.

APPCA - APPC Activity Summary

BMC SOFTWARE ------——----- APPC ACTIVITY = ——mmmmmm PERFORMANCE MGMT
SERV ==> APPCA INPUT 12:58:43 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> ROW 1 OF 2 SCROLL=> CSR

EXPAND: APPCL, USER, LINESEL(DAPPC), FSEL(+)
——— ACTIVE CONVERSATIONS ---

IMS BASE LU NAME: IMSLU62 CURRENT STATUS: ENAB SYNC: 1 INPUT: 1
XRF LU NAME: DESIRED STATUS: ENAB ASYNC: 0 OUTPUT: 0
NETID/ TPNAME — oo m oo

LUNAME D CONVERSATION 1D USERID QCNT TRANCODE CLS RGN MSG STATUS

———————— R T o o S oo S

RXAPPC * O DFSSIDE

0000000000000000 3 sTO
MVSTEST 1 INQUIRY_PART
03C8F62800000012 JCL3 PART 1 1 1IMP
END OF DATA
Description: This display shows summary information for the IMS APPC

connection and an individual line for each LUNAME/TPNAME
currently in a conversation with IMS as one of the partner LUs.

If thereis no IMS support for APPC, the following message appears:
IMS DOES NOT SUPPORT APPC
with no other data displayed on the screen.

Color: If you have a color monitor:

Red Highlights the:

e Current APPC connection (CURRENT STATUS) and
the requested APPC connection (DESIRED STATUS)
if they are different.

¢ LU nameand TP namerowsfor LU and TP name
combinations that are stopped.

Select Code: APPCA
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Parameter:

All of the APPCA parameters, except for SORT, act as filters that
restrict the information shown according to the criteria specified by
the parameters.

Use the parameters as follows:

e Multiple parameters must be separated by commas.

If multiple filtering parameters are entered, all restrictions must
be met.

e A blank indicates the end of a parameter string; it cannot be used
as adelimiter.

e Multiple resources with similar names can be requested by using
an * character asageneric qualifier and a+ character asa
positional qualifier. The positional qualifier is repeated for every
character to be replaced. The generic qualifier replaces agroup of
characters. For example, a parameter of LU=AB+D* shows all
LUsthat start with AB, have D in the fourth position, and have
any character following D.

Invalid parameter combinations include:

If one parameter invalidates another, the following warning message
isissued:

INCONSISTENT PARAMETERS ENTERED, Xxxx IGNORED

where xxX is the parameter ignored; processing continues.

Invalid parameter combinations and the action taken are:
D=1,QCNT>n | XON
Warning Message: D=1 PARAMETER 1GNORED

Theinvalid D parameter is replaced with D=0 and all valid datais
displayed.

D=0,USERID=id ] TRANCODE=trncode | CLASS=nnn|RGN=nnn

Warning Message: D=0 PARAMETER 1GNORED

Theinvalid D parameter isreplaced with D=1 and all valid datais
displayed.

QCNT>n | XON,USERID=id | TRANCODE=trncode | CLASS=nnn ]RGN

=nnn

Error Message: QCNT AND XON INVALID WITH TRANCODE,
USERID, CLASS AND RGN PARMS
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Valid keywords for APPCA parameters include the following. The
parameter descriptions are arranged in aphabetical order.

CLASS|ICLS=nnn

Note:  Wherennn isavalid class number. Displays only those
entries with amatching class.

When this parameter is entered, D=1 is assumed since only input
allocation directions have aclass.

CONVID=hex

Where hex must be a 16-character hexadecimal 1D. Displays
only those conversation |Ds that match the CONVID value.

D=I|O

Displays only those LUNAME/TPNAME combinations that
match the allocation direction request where:

I Allocation requests directed to IMS asinput.
(0] Allocation requests directed from IMS as output.
LU=name

Where name is a 1- to 8-character LU name. Generic and
positional qualifiers can be used for the LU name. Displays only
those LU names that have a matching name.

QCNTIQ>n

Where n can be a 1- to 4-character count. Displays only those
LUNAME/TPNAME entries with a queue count greater than n.

Note:  When this parameter is entered, D=0 is assumed since
only output allocation directions have a queue count.

RGN=nnn

Where nnn isavalid region number. Displays only those entries
with a matching region number.

Note:  When this parameter is entered, D=1 is assumed since
only input alocation directions have aregion.

SORT|SO=cc

Where cc can be any of the following two characters. The display
listis sorted by QCNT in descending numerical order by default.
The primary sort isby aselected column. A secondary sort for all
columnsis by LUNAME and TPNAME in ascending
alphabetical order.
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The following descriptions are arranged in a phabetical order:

CL Sortsthe list in descending numerical order by CLS
(class).

(6(0] Sortsthe list in descending numerical order by
CONVERSATION ID.

D Sortsthe list alphabetically by D (allocation direction).
LU Sortsthe list alphabetically by LUNAME.
This value includes the LU summary line.

MS Sortsthe list alphabetically by MSG (input message
type).

NE Sorts the list alphabetically by network 1D of the LU
name

QC Sorts the list in descending numerical order by QCNT
(queue count) with a secondary sort on LUNAME.

RG Sorts the list in descending numerical order by RGN
(region).

ST Sortsthe list alphabetically by STATUS.

TP Sortsthe list alphabetically by TPNAME.
TR Sorts the list alphabetically by TRANCODE.
us Sorts the list alphabetically by USERID.
TP=name

Where name is a TP name (maximum of 52 characters). Generic
and positional qualifiers can be used for the TP name. Displays
only those TP names that have a matching name.

TRANCODE|TRAN|TR=trancode

Where trancode can be a 1- to 8-character transaction name.
Generic and positional qualifiers can be used for the transaction
name. Displays only those transaction codes that have amatching
name.

Note:  When this parameter is entered, D=1 is assumed since
only input alocation directions have atransaction code.
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USERID|US=id

Where id isa1- to 8-character user ID. Generic and positional
qualifiers can be used for the user ID. Displays only those users
that have a matching ID.

Note:  When this parameter is entered, D=1 is assumed since
only input alocation directions have auser ID.

XON

Displays only LUNAME/TPNAME entrieswhen there is astatus
inthe STATUS field.

Expand: APPC can be EXPANDed by using the following fields as indicated:
APPCL

Move the cursor to thisfield and press ENTER to invoke the
APPC LU status display.

USER

Move the cursor to thisfield and press ENTER to invoke the user
status summary display (USER).

LINESEL (DAPPC)

Move the cursor to an LU name in one of the rows of the APPCA
display and press ENTER to invoke the DAPPC service. DAPPC
shows detail information for the selected LU name.

Selecting DAPPC with the cursor from the EXPAND line
invokes the DAPPC service for the LU name in the first row of
the APPCA display.

FSEL(+)

Indicatesthat at least one column has cursor-sensitive fields. A
string of + characters underneath a column name means that this
column contains cursor-sensitive fields. Moving the cursor to a
field in that column and pressing the ENTER key invokes a
related display for that field. For example, if the cursorisat a
field value under the RGN column, pressing the ENTER key
displays the REGNS service with the correct region number as
the parameter. Columns with cursor-sensitive fields include:

RGN
The REGNS service showing IMS dependent region
activity for the transaction currently processing can be
displayed with the region humber as a parameter.
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TRANCODE
The TRANQ service showing transaction status details
can be displayed with the transaction code as a
parameter.
Sorting: The display list can be sorted by:
e Using the SORT parameter.

» Positioning the cursor with the TAB key to the column heading
to be sorted and pressing ENTER.

This overrides any SORT parameter entered in the PARM field
and primes the field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.

The display list is sorted by QCNT by default with a secondary
sort by LUNAME and TPNAME.

Scroalling: The display is scrollable.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
--- ACTIVE CONVERSATIONS ---
IMS BASE LU NAME: IMSLU62 CURRENT STATUS: ENAB SYNC: 1 INPUT: 1
XRF LU NAME: DESIRED STATUS: ENAB ASYNC: 0 OUTPUT: 0

This area shows APPC status. The descriptions are arranged in a phabetical order.

ASYNC
The count of currently active asynchronous conversations.

CURRENT STATUS

Note: If the DESIRED STATUS isdifferent from the CURRENT STATUS, both fields are
highlighted in red.

The current status of the IMS connection to APPC. This can be:

CAN The APPC/IMS connection was cancelled.
DISA The APPC/IMS connection is disabled.
ENAB The APPC/IMS connection is enabled (active).
FAIL The APPC/IM'S connection failed.

ouTB The APPC/IMS connection is outbound.
PURG The APPC/IMS connection is purging.

STOP The APPC/IM S connection stopped.
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STRT The APPC/IMS connection is starting.

DESIRED STATUS
The requested status of the IM S connection to APPC. This can be:

CAN The APPC/IMS connection was cancelled.
DISA The APPC/IMS connection is disabled.
ENAB The APPC/IMS connection is enabled (active).
FAIL The APPC/IM'S connection failed.

ouTB The APPC/IMS connection is outbound.
PURG The APPC/IMS connection is purging.

STOP The APPC/IMS connection stopped.

STRT The APPC/IMS connection is starting.

IMSBASE LU NAME

The LU name used by APPC to route connections to this IMS subsystem. This value

is defined in SY SL.PARMLIB member APPCPMxx where xx is a user-defined
APPC startup parameter. Thisfield contains N/A when IMS is not connected to
APPC.

INPUT
The count of currently active input conversations.

OUTPUT
The count of currently active output conversations.

XRF LUNAME
The LU name of the XRF system associated with thisIMS.

Note:  Neither thisfield nor itslabel is displayed if XRF is not defined to the

system.
SYNC
The count of currently active synchronous conversations.
Area 2
NETID/ TPNAME = m oo
LUNAME D CONVERSATION 1D USERID QCNT TRANCODE CLS RGN MSG STATUS
———————— Tt 1 s s Sy o o
USBMC  * O DFSSIDE
RXAPPC 0000000000000000 3 sTO
USBMC I INQUIRY_PART
MVSTEST  03C8F62800000012 JCL3 PART 1 1 1IMP
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This area contains one entry for every LU name, TP name, and conversation connection to
IMS. The descriptions are arranged in alphabetical order.

CLS
The IMS scheduling class of this transaction.

Note:  Thisfield shows aclass only when the value in the D columniis|.

CONVERSATION ID
The conversation ID for this conversation. For output conversation, it might be zeros.

The direction of the allocation request. This can be:

I This allocation request is directed asinput to IMS from the LU name. The
conversation is allocated by the partner LU as shown in the LUNAME
column.

@) This allocation request is directed as output to the LU name from IMS.
The conversation is allocated by IMS.

MSG
Type of message received from this TP name:

CMD IMScommand.
CNV  Conversational transaction.
EMH  Expedited Message Handler (Fast Path) buffered transaction.

EXP  Explicit transaction (scheduling information derived from a TP name
definition in APPC).

IMP  Implicit transaction (scheduling information derived from a TRANSACT
macro).

MSW  Message switch.
REC  Recoverable transaction.

RSP  Transaction response.

Note:  Thisfield shows a message type only when the value in the D columnisl.

NETID/LUNAME
The network 1D of the LU name or the LU name of the partner LU to IMS for this
conversation. Depending on how the conversation is initiated, this value is often not
an actual LU name when the conversation isinitiated by IMS (the value in the D
column is O); for example:

¢ TheLU nameis actually the name of a SIDEINFO entry in APPC. This results

from an allocation request specifying only the SIDEINFO name with no other
conversation parameters.
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* ThelLU nameis DFSLU, which isthe default LU name used by IMS when no
LU nameis supplied.

An asterisk indicates that this LU nameis actually a SIDEINFO name.

QCNT
Count of requests currently queued to this LU name and TP hame awaiting execution.

Note:  Thisfield shows acount only when the valuein the D columnis O.

RGN
The region where this transaction is executing.

Note:  Thisfield shows avalue only when the D column containsan 1. If O is
shown, this means the region is not scheduled.

STATUS
The following statuses (up to a maximum of 10 characters) can appear in thisfield in
the order shown below. To see all the statuses associated with an
LUNAME/TPNAME, use the DAPPC service. To see al the statuses associated with
an LUNAME only, use the APPCL service.

STO This LUNAME/TPNAME is stopped. If thisis the status for the
LUNAME/TPNAME, thislineis highlighted in red.

LUSTO This LUNAME is stopped. The LUNAME/TPNAME may still be
active, but the LUNAME is stopped. If thisisthe status for the LU, this
lineis highlighted in red.

TRA Traceison for this LUNAME/TPNAME.
LUTR Traceis on for this LUNAME only.

TPNAME
The TP name used in the initiation of the conversation by APPC with IMS to control
scheduling.

e If thisisaninput conversation, this TPNAME is passed to APPC by the partner
LU as shown inthe LUNAME field.

e [If thisisan output TP name, then this TPNAME is passed to APPC by IMS.

TRANCODE
The transaction code scheduled for this TP name. Thisis specified in the APPC TP
name definition and may be a transaction code specified in a TRANSACT macro or
an implicit APPC transaction, or it may be the name of a program associated with an
explicit APPC transaction.

Note:  Thisfield shows atransaction code only when the value in the D columniisi|.

USERID
The ID of the user who established the connection. For input connections, thisis the
ID of the user currently connected to this LU with this TP name.

Note:  Thisfield shows an ID only when the valuein the D columnisl|.
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APPCL - APPC LU Status

BMC SOFTWARE ~————--—--mmm APPC LU STATUS =~ ————mmmmmm- PERFORMANCE MGMT
SERV ==> APPCL  INPUT  07:21:13 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> ROW 1 OF 6 SCROLL=> CSR
EXPAND: APPCA, LINESEL(APPCA)
ACTIVE CONVERSATIONS
IMS BASE LU NAME: IMSLU62  CURRENT STATUS ENAB  SYNC : 1 INPUT: 1
XRF LU NAME: DESIRED STATUS ENAB  ASYNC: 1 OUTPUT: 1
NETID  LUNAME  DIRECT CONV QCNT ENQCT TPCNT TPSTP STATUS
USBMC ~ MVSTEST  INPUT 1 1 TRA
USBMC ~ MVSTEST  OUTPUT 0 0 0 0 0
USBMC  RXAPPC INPUT 0 0
USBMC ~ RXAPPC * OUTPUT 1 6 6 1 0
USBMC ~ RXAPPC2  INPUT 0 0
USBMC ~ RXAPPC2 * OUTPUT 0 1 1 1 0
END OF DATA
Description: This display shows summary information for the IMS APPC
connection and an individual line for each LU in a conversation with
IMS as one of the partner LUs.
If IMSis not connected to APPC, the following message appears:
IMS NOT CONNECTED TO APPC
with no other data displayed on the screen.
Color: If you have a color monitor:
Red Highlights the:

e Current APPC connection (CURRENT STATUS) and
the requested APPC connection (DESIRED STATUS)
if they are different.

e LU namesthat are stopped or have a nonzero TPSTP
value.

* LU nameswith astatus of STO.

Select Code: APPCL
Parameter: All of the APPCL parameters, except for SORT, act asfilters that
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restrict the information shown according to the criteria specified by
the parameters.

Use the parameters as follows:

Multiple parameters must be separated by commas.

If multiple filtering parameters are entered, all restrictions must
be met.
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e A blank indicates the end of a parameter string; it cannot be used
as adelimiter.

e Multipleresources with similar names can be requested by using
an * character asageneric qualifier and a+ character asa
positional qualifier. The positional qualifier is repeated for every
character to be replaced. The generic qualifier replaces agroup of
characters. For example, a parameter of LU=AB+D* shows all
LUsthat start with AB, have D in the fourth position, and have
any character following D.

Invalid parameter combinations include:

If one parameter invalidates another, the following warning message
isissued:

INCONSISTENT PARAMETERS ENTERED, xxx IGNORED
where xxx is the parameter ignored; processing continues.
Invalid parameter combinations and the action taken are:
D=1,QCNT>n | XON
Warning Message: D=1 PARAMETER 1GNORED
Theinvalid D parameter is replaced with D=0.
Valid keywords for APPCL parameters include:
DIRECT|D=I|O

Displaysonly those LU names that match the allocation direction
request where:

I Allocation requests directed to IMS asinput.

(0] Allocation requests directed to IMS as output.

LU=name

Where name is a 1- to 8-character LU name. Generic and
positional qualifiers can be used for the LU name. Displays only
those LU names that have a matching name.

QCNTIQ>n

Where n can be a 1- to 4-character count. Displays only those
LUNAME entries with a queue count greater than n.

Note:  When this parameter is entered, D=0 is assumed since
only output allocation directions have a queue count.
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SORT|SO=cc

Where cc can be any of the following two characters. The display
listis sorted by QCNT in descending numerical order by default.
The primary sort isby aselected column. A secondary sort for all
columnsis by LUNAME in ascending a phabetical order.

(6(0] Sortsthe list in descending numerical order by CONV
(count of active conversations).

This value includes the LU summary line.

DI Sortsthe list alphabetically by DIRECT (allocation
direction).

EN Sorts the list in descending numerical order by the
ENQCT (engueue count).

LU Sorts the list alphabetically by LUNAME.
Thisincludesthe LU summary line.

NE Sortsthelist alphabetically by the network 1D of the LU
name.

QC Sorts the list in descending numerical order by QCNT
(queue count) by default with a secondary sort on
LUNAME.

ST Sortsthe list aphabetically by STATUS.

TP Sorts the list in descending numerical order by TPCNT
(count of TP namesfor an LU name).

TS Sorts the list in descending numerical order by TPSTP
(count of stopped TPsfor an LU name).

XON

Displays only LUNAME entries when thereis a statusin the
STATUS field or when TPSTP contains a nonzero value.

Expand: APPCL can be EXPANDed by moving the cursor to the following
fieldsin the EXPAND line and pressing ENTER:

APPCA APPC activity summary display.

LINSEL(APPCA)  APPCA activity summary display for the first
LU namein LUNAME of the APPCL display.

The PARM field of the APPCA display is
primed with the LU name.

You can also move the cursor to afield in the LUNAME column and
press ENTER to EXPAND to the selected LU in the APPCA display.
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Sorting: The display list can be sorted by:
e Using the SORT parameter.

» Positioning the cursor with the TAB key to the column heading
to be sorted and pressing ENTER.

This overrides any SORT parameter entered in the PARM field
and primes the field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.

The display list is sorted by QCNT by default with a secondary sort
by LUNAME.

Scroalling: The display is scrollable.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
ACTIVE CONVERSATIONS
IMS BASE LU NAME: IMSLU62 CURRENT STATUS ENAB SYNC : 1 INPUT: 1
XRF LU NAME: DESIRED STATUS ENAB ASYNC: 1 OUTPUT: 1

This area shows APPC status. The descriptions are arranged in a phabetical order.

ASYNC
The count of currently active asynchronous conversations.

CURRENT STATUS

Note: If the DESIRED STATUS isdifferent from the CURRENT STATUS, both fields are
highlighted in red.

The current status of the IMS connection to APPC. This can be:

CAN The APPC/IM S connection was cancelled.
DISA The APPC/IMS connection is disabled.

ENAB The APPC/IMS connection is enabled (active).
FAIL The APPC/IM S connection failed.

ouTB The APPC/IMS connection is outbound.
PURG The APPC/IMS connection is purging.
STOP The APPC/IM S connection stopped.
STRT The APPC/IMS connection is starting.

DESIRED STATUS
The requested status of the IMS connection to APPC. This can be:

CAN The APPC/IMS connection was cancelled.
DISA The APPC/IMS connection is disabled.
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ENAB The APPC/IMS connection is enabled (active).
FAIL The APPC/IM S connection failed.

ouTB The APPC/IMS connection is outbound.
PURG The APPC/IMS connection is purging.

STOP The APPC/IM S connection stopped.

STRT The APPC/IMS connection is starting.

IMSBASE LU NAME
The LU name used by APPC to route connections to this IM S subsystem. Thisis
defined in SY S1.PARMLIB member APPCPMxx where xx is a user-defined APPC
startup parameter. Thisfield contains N/A when IMS s not connected to APPC.

INPUT
The count of currently active input conversations.

OUTPUT
The count of currently active output conversations.

SYNC
The count of currently active synchronous conversations.

XRF LUNAME
The LU name of the XRF system associated with thisIMS.

Note:  Neither thisfield nor itslabel is displayed if XRF is not defined to the
system.

Area 2

NETID LUNAME DIRECT  CONV QCNT ENQCT  TPCNT TPSTP STATUS

USBMC MVSTEST INPUT 1 1 TRA
USBMC MVSTEST  OUTPUT 0 0 0 0 0
USBMC RXAPPC INPUT 0 0

USBMC RXAPPC * OUTPUT 1 6 6 1 0
USBMC RXAPPC2 INPUT 0 0

USBMC RXAPPC2 * OUTPUT 0 1 1 1 0

This area contains a one-line summary entry for each LU allocation direction by LU name. The
descriptions are arranged in al phabetical order.

CONV
The current number of active conversations. For output conversation, it might be
zeros.

DIRECT
The direction of the allocation request. This can be:
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ENQCT

INPUT This allocation request is directed asinput to IMS from the LU name.
The conversation is alocated by the partner LU as shown in the
LUNAME column.

OUTPUT  Thisallocation request is directed as output to the LU name from IMS.
The conversation is allocated by IMS.

Count of requests queued to all TPsfor thisLU name sincethelast IMS cold start.

Thisfield contains a count only when the value in the DIRECT column is OUTPUT.

LUNAME

NETID

QCNT

The LU name of the partner LU to IMSfor this conversation. Depending on how the
conversation isinitiated, thisis often not an actual LU name when the conversationis
initiated by IMS (the value in the DIRECT column is OUTPUT); for example:

e TheLU nameis actually the name of a SIDEINFO entry in APPC. This results
from an allocation request specifying only the SIDEINFO name with no other
conversation parameters.

 ThelLU nameis DFSLU. Thisisthe default LU name used by IMS when no LU
nameis supplied.

An asterisk indicates that this LU nameis actually a SIDEINFO name.

The network 1D of the LU name.

Count of requests that are awaiting execution and are currently queued to all TPsfor
this LU name.

Note:  Thisfield shows acount only when the valuein the DIRECT column is
OUTPUT.

STATUS

The status of this LU name:

STO  ThisLU nameis stopped. If thisisthe status for the LU, thislineis
highlighted in red.

TRA  Thetraceisset on for this LU name.

Notes:
e Ifthe LU name is stopped, this status appears as the |eft-most status.

e Thisfield shows a status only when the value in the DIRECT column is
OUTPUT.
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TPCNT
The count of all TP names for this LU name.

¢ For OUTPUT dlocation direction, thisisacount of TP names sincethelast IMS
cold start.

e For INPUT dlocation direction, thisisa count of all currently active TP names.

TPSTP
A count of the number of TP names that are stopped for thisLU name.
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DAPPC - Input Allocation Direction
BMC SOFTWARE ——--—-——-—-— APPC DETAIL ~  ——mmmmmmme e PERFORMANCE MGMT
SERV ==> DAPPC  INPUT  07:24:43 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> CONVID=03C8F62800000012 ROW 1 OF 12 SCROLL=> CSR
EXPAND: APPCL, APPCA, DREGN, TRANQ
LU NAME : MVSTEST NETID: USBMC
ACTIVE CONV: 1 LU STATUS: TRA
TPNAME = INQUIRY_PART
CONVID : 03C8F62800000012
DIRECTION : INPUT TRANCODE: PART
MODENAME : LUG2APPC TRANTYPE: IMPLICIT
MSG T IMP CLASS 1
CONV TYPE : MAPPED QUEUED 0
SYNC LEVEL: CONFIRM RGN # 1
USERID : JcLs RGNNAME : DFSMPR
PSBNAME : DFSSAMO2
DB2STAT : N/A
DLI TOT : 2
SQL TOT : O
END OF DATA
Description: This display can be selected by EXPANDing from the APPCA
display or by selecting DAPPC from the analyzer servicelist (Primary
Option Menu 1). If you select this service from the list and do not
specify a conversation ID, the first conversation found is displayed.
The DAPPC display shown is determined by the allocation direction
of the conversation. The display for the input allocation direction
shows detail information about an inbound allocation conversation to
IMS. It shows the LU, TP, and the conversation. The data displayed
for the input allocation direction TP names reflects the information
passed to IMS from APPC.
If the IMS control region supports APPC but there is ho APPC
connection, any data available for this conversation and the following
message are displayed:
IMS NOT CONNECTED TO APPC
If the IMS control region does not support APPC, the following
message is displayed only:
IMS DOES NOT SUPPORT APPC
Color: If you have a color monitor:
Red Highlights the:
e LU STATUSfield if the LU is stopped.
e TP STATUSfieldif the TP is stopped.
Select Code: DAPPC
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Parameter: CONVID=hex
Where hex is a 16-character hexadecimal 1D.

If this parameter is not specified, the first conversation found is
displayed. The conversation could be in an output allocation direction
instead of an input allocation direction, depending upon the
conversation found.

Expand: DAPPC can be EXPANDed by moving the cursor to the following
fieldsin the EXPAND line and pressing ENTER:
APPCL APPC LU status display.
APPCA APPCA activity summary display.
DREGN Region detail display.

The PARM field of the DREGN display is primed
with the RGNNAME value from DAPPC.

TRANQ Transaction queue status display.

The PARM field of the TRANQ display is primed
with the TRANCODE value from DAPPC.

Scralling: The display is scrollable below TPNAME.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
LU NAME : MVSTEST NETID: USBMC
ACTIVE CONV: 1 LU STATUS: TRA

This area shows the LU name and its status. The descriptions are arranged in a phabetical
order.

ACTIVE CONV
The count of currently active conversations for this LU name in the allocation
direction shown by the DIRECTION field.

LU NAME
The LU name of the partner LU to IMS for this conversation. Depending on how the
conversation isinitiated, thisis often not an actual LU name when the conversationis
initiated by IMS (the value in the DIRECTION field is OUTPUT); for example:

The LU nameis DFSLU. Thisisthe default LU name used by IMS when no LU
nameis supplied.
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LU STATUS
The status of this LU:

STO This LU nameis stopped. The field is highlighted in red.

TRA Traceison for thisLU name.
Note: If the LU nameis stopped, this status appears as the | eft-most status.
NETID
The network ID of the LU name.
Area 2
TPNAME : INQUIRY_PART

This area shows the TP name.

TPNAME
The TP name used in the initiation of the conversation by the partner LU/TP to

IMSLU.

Area 3

CONVID : 03C8F62800000012
DIRECTION : INPUT
MODENAME : LUG62APPC
MSG o IMP
CONV TYPE : MAPPED
SYNC LEVEL: CONFIRM
USERID : JCL3

This area shows conversation-level data. The descriptions are arranged in alphabetical order.

CONVID
The conversation ID used in this APPC conversation.

CONV TYPE
Conversation type:

BASIC Basic conversation.
MAPPED Mapped conversation.

DIRECTION
The direction of the allocation request as INPUT.

This allocation request is directed asinput to IMS from the LU name. The
conversation is allocated by the partner LU as shown in the LU NAME field.
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MSG
Type of message received from this TP name:

CMD IMS command.
CNV Conversational transaction.
EMH Expedited Message Handler (Fast Path) buffered transaction.
EXP Explicit transaction.
Scheduling information is derived from a TP name definition in
APPC.
IMP Implicit transaction.

Scheduling information is derived from a TRANSACT macro.

MSW Message switch.

REC Recoverable transaction.

RSP Transaction response.
MODENAME

The mode name used by the partner LU/TP to allocate this conversation.

SYNC LEVEL
Synchronization level:

CONFIRM Confirmation is required for CPI-C SEND requests.

NONE No synchronization.
USERID
The ID of the user who established the connection:
«  For output connections, thisisthe user ID of the last user to connect to this
LU with this TP name.
e For input connections, thisisthe user ID of the user currently connected to
this LU with this TP name.
Area 4

TRANCODE: PART
TRANTYPE: IMPLICIT

CLASS  : 1
QUEUED : ©
RGN # : 1

RGNNAME : DFSMPR
PSBNAME : DFSSAMO2
DB2STAT : N/A

DLI TOT : 2

SQL TOT : 0

This area shows IMS-related data. The descriptions are arranged in al phabetical order.

CLASS
Processing class for this transaction.
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DB2STAT
The DB2 connection status for the region. If the region is connected, the first half
of the DB2 status message shows the DB2 subsystem name. The second half of
the message shows the connection status:

-CON IMS connects this region to DB2 if a connection is available and
the EXEC parameter SSM (to establish a DB2 connection) is
valid.

-SON The application is signed on and a recovery token is assigned by

DB2 if the EXEC parameter SSM is valid, the connectionis
successful, and the application issues a DB2 request.

-THD IMS had athread with DB2 when it processed the EXEC
parameter SSM to establish a connection to DB2.

If aregion is connected to more than one DB2 subsystem and a thread is active,
-THD is shown. If no thread is active, only the first connection is shown.

DLI TOT
The total number of DL/I calls since program scheduling.

PSBNAME
The PSB name (if any) currently scheduled for this transaction.

QUEUED

Number of currently queued input messages with this transaction code.
RGN #

The region where this transaction is currently executing.
RGNNAME

The name of the region where this transaction is currently executing.

Note: If thetransaction is not currently scheduled, either becauseit has
completed or because it cannot be scheduled, NOT SCHEDULED
appears to the right of thisfield.

SQL TOT

The total number of SQL callsissued to DB2 by the transaction currently
processing. If the Event Collector is not active, this field contains N/A.

TRANCODE
The transaction code scheduled for this TP name. Thisis specified in the APPC
TP name definition. It can be:

* Animplicit APPC transaction.

¢ The name of aprogram associated with an explicit APPC transaction (TPI).

TRANTYPE
Transaction APPC type:
IMPLICIT Implicit transaction (transaction code defined in Stage 1 of
IMS system generation).
TPI CPI-C driven (dynamic transaction not defined in Stage 1 of
IMS system generation).
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DAPPC - Output Allocation Direction

BMC SOFTWARE
SERV ==> DAPPC

EXPAND:

LU NAME :
ACTIVE CONV:

TPNAME

QCNT : 6
ENQCT: 6

CONVID

MODENAME  :

INPUT
PARM ==> CONVID=03C8F3200000000B ROW
APPCL, APPCA

RXAPPC

APPC DETAIL
07:25:55

——————————— PERFORMANCE MGMT
INTVL=> 3 L0OG=> N TGT==> IMSA
1 OF 15 SCROLL=> CSR

(SIDEINFO NAME) NETID: USBMC

LU STATUS:

- DFSSIDE

TOT ALLOCATION REQUESTS: 3 TP STATUS:
ALLOCATION FAILURES: 0
NORMAL DEALLOC REQUESTS: 3
ABNORMAL DEALLOC REQUESTS: 0
3

CONFIRMATION COUNTS:

- 03C8F3200000000B
DIRECTION: OUTPUT

CONVERSATION TYPE: BASIC
SYNC LEVEL: NONE

Description:

Color:

Select Code:

254

This display can be selected by EXPANDing from the APPCA
display or by selecting DAPPC from the analyzer servicelist (Primary
Option Menu 1). If you select this service from the list and do not
specify a conversation ID, the first conversation found is displayed.

The DAPPC display shown is determined by the allocation direction
of the conversation. The display for the output allocation direction
shows detail information about an outbound allocation to a partner
LU/TPfrom IMS. It showsthe LU, TP, and the conversation. The
data displayed for output reflects the information passed to APPC
from IMS.

If the IMS control region supports APPC but thereis no APPC
connection, any data available for this conversation and the following

message are displayed:

IMS NOT CONNECTED TO APPC

If the IMS control region does not support APPC, the following
message is displayed only:

IMS DOES NOT SUPPORT APPC
If you have a color monitor:

Red Highlights the:

LU STATUSfieldif the LU is stopped.
e« TPSTATUSfieldif the TP is stopped.

DAPPC
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Parameter: CONVID=hex

Where hex is a 16-character hexadecimal 1D.

Note:  If this parameter isnot specified, the first conversation found
is displayed. The conversation could bein an input
allocation direction instead of an output allocation direction,
depending upon the conversation found.

Expand: DAPPC can be EXPANDed by moving the cursor to the following
fieldsin the EXPAND line and pressing ENTER:

APPCL APPC LU status display.
APPCA APACHE activity summary display.
Scralling: The display is scrollable below TPNAME.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
LU NAME : RXAPPC (SIDEINFO NAME) NETID: USBMC
ACTIVE CONV: 1 LU STATUS:

This area shows the LU name and its status. The descriptions are arranged in al phabetical
order.

ACTIVE CONV
The count of currently active conversations for this LU name in the allocation
direction shown by the DIRECTION field.

LU NAME
The LU name of the partner LU to IMS for this conversation. Depending on how
the conversation isinitiated, thisis often not an actual LU name when the
conversation isinitiated by IMS (the value in the ALLOCATION DIRECTION
fieldis OUTPUT); for example:

¢ TheLU nameis actually the name of a SIDEINFO entry in APPC. This
results from an allocation request specifying only the SIDEINFO name with
no other conversation parameters. SIDEINFO NAME is displayed.

* ThelLU nameis DFSLU. Thisisthe default LU name used by IMS when
no LU nameis supplied.

LU STATUS
The status of this LU:

STO ThisLU nameis stopped. Thefield is highlighted in red.
TRA Traceison for thisLU name.

Note: If the LU nameis stopped, this status appears as the left-most status.
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NETID
The network 1D of the LU name

Area 2

TPNAME : DFSSIDE

QCNT : 6 TOT ALLOCATION REQUESTS: 3 TP STATUS:
ENQCT: 6 ALLOCATION FAILURES: 0
NORMAL DEALLOC REQUESTS: 3
ABNORMAL DEALLOC REQUESTS: 0
CONFIRMATION COUNTS: 3

This area shows the TP name. The descriptions are arranged in alphabetical order.

ABNORMAL DEALLOC REQUESTS
The count of deallocation requests to APPC for this LUNAME/TPNAME that
ended abnormally since the last IMS cold start.

ALLOCATION FAILURES
The total number of alocation failuresto this LU/TP It is derived by subtracting
NORMAL DEALLOC REQUEST and ABNORMAL DEALLOC REQUEST
from TOT ALLOCATION REQUEST. If aconversation is active, 1 is subtracted
from the result.

CONFIRMATION COUNTS
The count of confirmations received by this TP,

ENQCT
Count of requests queued to all TPsfor this LUNAME/TPNAME since the last
IMS cold start.

NORMAL DEALLOC REQUESTS
The count of deallocation requests to APPC for this LUNAME/TPNAME that
ended normally since the last IMS cold start.

QCNT
Count of requests that are awaiting execution and are currently queued to this
LUNAME/TPNAME.

TOT ALLOCATION REQUESTS
The total number of alocation requests to APPC for this TP name since the | ast
IMS cold start.

TP STATUS
The status of this TP name:

STO This TP name is stopped. If thisisthe status for the LU, thislineis
highlighted in red.

TRA Traceis on for this TP name.

Note:  Thisfield shows a status only when the value in the DIRECTION field
isOUTPUT.
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TPNAME
The TP name used in the initiation of the conversation by IMS using APPC
services. If the TP name is not provided when the allocation request is made, this
field contains DFSSIDE. This could occur, for example, if the LU nameisa
SIDEINFO entry name.

If thisis an input conversation, this TP name is passed to APPC by the partner
LU, asshowninthe LU NAME field.

If thisis an output TP name, this TP nameis passed to APPC by IMS except
when the TP name is DFSSIDE.

Area 3

CONVID : 03C8F3200000000B
DIRECTION: OUTPUT CONVERSATION TYPE: BASIC
MODENAME : SYNC LEVEL: NONE

This area shows conversation-level data. The descriptions are arranged in alphabetical order.

CONVERSATION TYPE
Conversation type as.

BASIC Basic conversation.
MAPPED Mapped conversation.

CONVID
The conversation ID used in this APPC conversation.

DIRECTION
The direction of the allocation request as OUTPUT.

This allocation request is directed as output to the LU name from IMS.
The conversation is allocated by IMS.

MODENAME
The mode name used in this conversation.
SYNC LEVEL
Synchronization level:
CONFIRM Confirmation is required for CPI-C SEND requests.
NO No synchronization.
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DLTCH - Latch Detall

258

LATCH ID CuMm

MSDB-CUSTDB
MSDB-CUSTORDR
MSDB-CUSTPART

BMC SOFTWARE ————————mmmmmmmm LATCH DETAIL ————————mmmmeo PERFORMANCE MGMT
SERV ==> DLTCH INPUT  13:21:09 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> MSDB-CUSTDB SCROLL => N/A

—-WAIT-COUNT--  ———on OWNER------ ————WAITING REGIONS-----

CURR STAT RGN STAT PSBNAME RGN1 RGN2 RGN3 RGN4 RGNS

N/7A 0 EXCL 001 ACTV PSB1MSDB 002
N/A 2 EXCL 008 ACTV PSB2MSDB 007 006
N/A 0 EXCL 002 ACTV PSB2MSDB

Description:

Select Code:

Parameter:

IMS uses latchesto serialize resource access to prevent loss of control
at critical times. Use this display to find the source of any generic
latch contention.

DLTCH

To display detail statistics for generic latches, you can EXPAND
from LATCH for a selected latch or enter the following in the
parameter line (line 3) of the display:

genltch[-id][,H|W]
where:
genltch  Can be any of the following IMS generic latch names:

CBTS
DBBP
DMSH
DMSY
MSDB

A scrollablelist of latches for the requested generic name
is displayed.

-id Is a user-defined identifier for a specific latch within the
specified IMS generic latch. For example, entering:

CBTS-DPST
in the parameter line puts the CBTS-DPST latch at the top

of ascrollablelist of CBTS latches. The identifiers that
can be specified for each generic latch are:

Latch Example Description

CBTS-DPST CBTE name

DBBP-1024 OSAM subpool size
DMSH-AREA1 Fast Path DEDB share areaname
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DMSY-AREA24 Fast Path DEDB SYNC area
name

MSDB-CUSTDB Fast Path MSDB name

Shows latches that are being held. It can be entered in the
parameter line with a generic IMS latch name or with the
name and alatch ID. For example:

CBTS,H
displays all the CBTS latches being held.
Isthe default. Shows only those latches that are being held
and for which resources are waiting. It can be entered in
the parameter line with a generic IMS latch name or with
the generic latch and alatch ID. For example:

CBTS,W

displaysall the CBTS-held latches for which resources are
waiting.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
--WAIT-COUNT--
LATCH ID Cum CURR
MSDB-CUSTDB N/A 0
MSDB-CUSTORDR N/A 2
MSDB-CUSTPART N/A 0

This area lists requested latches and shows how many regions are waiting for each latch. The
descriptions are arranged in al phabetical order.

LATCH ID
A scrollablelist of requested latches.
--WAIT-COUNT--
The number of times the resource waited for a latch:
CUM The cumulative wait count for generic latches is not available.
CURR The number of regions currently waiting for this latch.
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Area 2

EXCL 001 ACTV PSB1MSDB
EXCL 008 ACTV PSB2MSDB
EXCL 002 ACTV PSB2MSDB

This areaidentifies the latch owner(s). The descriptions are arranged in a phabetical order.

---OWNER---

STAT

The entries in this column correspond to the STAT values. If STAT is SHR, this
column contains the number of regions sharing the latch, such as:

SHR-CNT= 1

If STAT is EXCL, the OWNER fields identify the exclusive owner of the latch, for
example:

001 ACTV CUSTHISM

PSBNAME Either PSB name or INTERNAL (latch isheld by an internal IMS
function).

RGN Region ID number of the exclusive owner of thislatch. A 000 value
indicates that the owner isan IMS internal ITASK.

STAT Current status can be:
WAIT Owner iswaiting
ACTV Owner is active

The current status of the latch can be:
EXCL Exclusive
SHR Shared
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Area 3

--—--WAITING REGIONS-----
RGN1 RGN2 RGN3 RGN4 RGN5
002

007 006

This area shows the regions waiting for the requested latches.

---WAITING REGIONS---
The identification number of the region(s) waiting for the latch is shown in the RGNn
fields (a maximum of five regions per latch can be displayed). If aregion iscurrently
holding another latch, the region ID number is preceded by an * character.
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DPOOL - Detail Pool (Non-CBT Fixed Pool)

BMC SOFTWARE -----—--—————-— POOL DETAIL DISPLAY W —-——-———————- PERFORMANCE MGMT
SERV ==> DPOOL INPUT  15:28:03 INTVL=> 3 LOG=> N TGT==> I7AM3BCT
PARM ==> LUMP,SORT=FS ROW 1 OF 8 SCROLL=> CSR
NAME: LUMP SP: 0 HI-MARK: 103,336 %HI: O EXP+CMP: 4
TYPE: FIXED LOC: EPRV CURR: 66,224 %CU: 0] EXP-CMP: 2
RGN: CTL MAX-SZ: NOLIMIT WASTED: 1,960
BUFFER -BFR/BLOCK- = ————- BLOCK COUNT---- ---BFR COUNT---
SIZE PRI SEC WA/BFR CURR FREE HI-MRK EX+CMP EX-CMP  CURR  HI-MRK
136 32 32 0 0 0 0 0 0 o 0
264 32 16 0 0 0 0 0 0 0 0
520 32 16 0 o 0 0 0 0 0 0
1,032 32 16 0 0 0 0 0 0 0 0
3,072 12 12 360 0 0 1 2 0 0 1
2,056 16 8 282 1 0 1 1 1 1 2
4,104 8 8 472 1 0 1 1 1 1 1
33,032 4 2 0 0 0 0 0 0 0 0
Description: This display shows detail information about a non-CBT fixed pool.
Select Code: DPOOL
Parameter: Multiple parameters must be separated by a comma.
Pool selection:
id Whereidisavalid four-character fixed pool ID.

Valid fixed pool 1Ds:

« AIOP
« CESS
« CIOP
« EMHB
«  FPWP
« HIOP
* LUMP
« LUMC

This DPOOL display can be requested by its Service Select Code
with avalid fixed pool 1D or by moving the cursor to afixed pool in
the POOL S display and pressing ENTER.

Display sort:
SORT You can enter:

,SORT | SO=cc

where cc can be any of the following two characters. The
fixed pool detail display is sorted by BUFFER SIZE by
default. The sort sequence is ascending for alphanumeric
characters and descending for numeric characters.
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Tip
An easy way to sort isto move the cursor to the column
heading and press ENTER.

The following SORT parameter descriptions are arranged
alphabetically. SORT keywords that start with a special
character are described first.

BC Sortsthe list by BLOCK COUNT: CURRENT.

BF Sortsthe list by BLOCK COUNT: FREE.

BH Sortsthe list by BLOCK COUNT: HI-MARK.

BS Sorts the list by BUFFER SIZE (defauilt).

FC Sortsthe list by BFR COUNT: CURRENT.

FH Sorts the list by BFR COUNT: HI-MARK.

FP Sortsthe list by BFRS PER BLOCK :
PRIMARY.

FS Sortsthe list by BFRS PER BLOCK: SECOND.

NE Sortsthe list by EX-CMP (net expansions).

TO Sorts the list by EX+CMP (total expansions and
compressions).

WA Sortsthe list by WA/BFR (average wasted space

per buffer request).

Sorting: The display list can be sorted by:
e Using the SORT parameter.

»  Positioning the cursor with the TAB key to the heading of the
column to be sorted and pressing ENTER.

This overrides any SORT parameter entered in the PARM field
and primes the field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.

The display list is sorted by BUFFER SIZE by defaullt.
Alphanumeric fields are sorted in ascending order and numeric
fields are sorted in descending order.

Scralling: Thelist isscrollable.
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Field Descriptions: Each of the fields is shown and described below by display area.

Area 1

NAME: LUMP SP: 0 HI-MARK: 103,336 %HI - 0 EXP+CMP: 4

TYPE: FIXED LOC: EPRV CURR: 66,224 %CU 0 EXP-CMP: 2
RGN: CTL MAX-SZ: NOLIMIT WASTED: 1,960

This area shows the pool identification, location, and statistics. The descriptions are arranged
in aphabetical order.

%CU
The current allocation size percentage:
CURR / MAX-SZ * 100
%HI
The high-water mark percentage:
HI-MRK / MAX-SZ * 100
CURR
Thetotal current pool alocation size.
EXP+CMP
The total number of expansions and compressions of blocks for this pool.
EXP-CMP
The difference between total expansions and compressions (net expansions) of blocks
for this pool.
HI-MARK
The high-water mark allocation size since IMS startup.
LOC
The storage location of the pool can be;
CSA
Common storage area
ECSA
Extended CSA
EPRV
Extended private
PRV
Private
MAX-SZ

The upper-size-limit of the fixed pool. An* character indicates thislimitis
reached. If thereisno limit, NOLIM is displayed.
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NAME
The pool identification can be:

pppp/dddd

or

pppp

where:

dddd Is apool descriptor.
pppPP Isthevalid IMS poal ID.

Pool IDs are defined in the IBM IMS System Definition Reference manual. The
descriptor added to the pool ID in the POOLS display is a more common term than
the pool ID.

AOIP
A fixed automated operator interface buffer pool.

CESS
A fixed external subsystem work pool.

CIOP
A fixed pool for terminal buffers.

EMHB
A fixed pool for IFP message-driven regions.

FPWP
A Fast Path fixed work pool.

HIOP
A fixed communication 1/0 buffer poal.

LUMC
A fixed pool for the APPC/IMS LUB6.2 function.

LUMP
A fixed pool for the APPC/IMS LUB6.2 function.

RGN
Pool ownership by region:
CTL Contral region.
DLS DL address space.
SP

The OS/390 subpool number where this pool is allocated.

Chapter 14. IMS Internals Displays 265



266

TYPE
The type of pool as:

FIXED

Up to 32 different buffer sizes can be specified for afixed pool. For each buffer size,
you can specify the buffer count for the primary block and the buffer count for the
secondary blocks. Thereis only one primary block per buffer size for a given fixed
pool. When the space in the primary block is exhausted, a secondary block is
allocated (expansion). Subsequent secondary blocks are allocated (expansion) as
needed. You can specify an upper-limit size for afixed pool.

— Tuning Tip
»  Secondary blocks (and potentially the primary block if specified) can be
deleted (compressed) when they are no longer used. Expansions (allocation of
secondary blocks) should occur only for a heavy workload. Performance
would be degraded if new blocks are frequently being allocated (expansion)
and deleted (compression). The primary blocks should handle most of the
normal workload, while the secondary blocks handle the heavy workload.

If specific buffer sizes are rarely used (for example, once aweek for special
processing), you can specify the primary blocks for those buffer sizes as
compressible. This way, the primary blocks are allocated only when they are
needed, as opposed to being allocated when the pool isinitialized. Those
blocks are deleted (compressed) when they are not needed. The DPOOL
service can be used to determine the usage of al buffer sizes for a given fixed
pool.

» Sincethe buffersin afixed pool are fixed sizes (there are 32 maximum buffer
sizes allowed), some of the spacesin the buffers would be wasted. A small
amount of wasted space is unavoidable. However, alarge amount of wasted
storage should be avoided because it can impact performance. If the valueis
large, use the DPOOL service to determine which buffer sizes can be adjusted
(if any). If a specific buffer size uses only afew buffers (for example, 1), the
primary buffer count per block can be reduced.

WASTED
The accumulative wasted space for all buffer sizesin this pool since IMS started.

Area 2
BUFFER -BFR/BLOCK- = ————- BLOCK COUNT---- ---BFR COUNT---
SIZE PRI SEC WA/BFR CURR FREE HI-MRK EX+CMP EX-CMP CURR HI-MRK
136 32 32 0 0 0 0 0 0 0 0
264 32 16 0 0 0 0 0 0 0 0
520 32 16 0 0 0 0 0 0 0 0
1,032 32 16 0 0 0 0 0 0 0 0
3,072 12 12 360 0 0 1 2 0 0 1
2,056 16 8 282 1 0 1 1 1 1 2
4,104 8 8 472 1 0 1 1 1 1 1
33,032 4 2 0 0 0 0 0 0 0 0

This area shows detailed pool data by buffer size. The descriptions are arranged in al phabetical
order.
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-BFR/BLOCK-

PRI The number of user-defined buffersin the primary block. Thereisonly
one primary block for a given buffer size.
SEC The number of user-defined buffersin the secondary blocks.
---BFR COUNT---
CURR

The number of currently used buffers.

HI-MRK
The maximum buffer counts since initialization.

---BLOCK COUNT---

CURR The number of currently allocated blocks. The secondary blocks can be
compressed.

FREE The number of free blocks not compressed.
HI-MRK The maximum block counts since initialization.
BUFFER SIZE

The defined buffer size. A maximum of 32 different buffer sizes can be defined in a
fixed pool. An asterisk (*) indicates thisis an overflow buffer size.

EX+CMP
The total number of expansions and compressions of blocks for this buffer size.

EX-CMP
The difference between the expansions and compressions counts (net expansions) of

blocks for this buffer size.

WA/BFR
Average wasted space per buffer request for this buffer size.

Tuning Tips

Since the buffersin afixed pool are of fixed sizes (there are 32 maximum buffer
sizes allowed), some of the spaces in the buffers would be wasted. A small
amount of wasted space is unavoidable. However, alarge amount of wasted
storage should be avoided because it can impact performance. If the valueis
large, use the DPOOL service to determine which buffer sizes can be adjusted (if
any). Moreover, if a certain buffer size uses only afew buffers (for example, 1),
the primary buffer count per block can be reduced.
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DPOOL - Detail Pool (Non-CBT Variable Pool)

BMC SOFTWARE --—--——-—————- POOL DETAIL DISPLAY W ——————————- PERFORMANCE MGMT
SERV ==> DPOOL INPUT  15:37:09 INTVL=> 3 LOG=> N TGT==> I7AM3BCT
PARM ==> PSBW SCROLL=> CSR
NAME: PSBW SP: 231 HI-MRK: 5,720 %HI: 23
TYPE: VARIABLE LOC: ECSA CURR: 5,720 %CU: 23
RGN: DLS FREE: 18,856  MAX-SZ: 24,576
BLOCK CNTS SMALLEST AVERAGE LARGEST
FREE: 1 18,856 18,856 18,856
ALLOCATED: 1 5,720 5,720 5,720
Description: This display shows detail information for the selected non-CBT
variable poal.
Select Code: DPOOL
Parameter: A valid four-character variable pool ID.

Valid variable pool IDs:

- DBWP
. DLDP

- DLMP

- DPSB

- EPCB

«  MAIN

- MFBP

«  PSBW (default)
« QBUF

This DPOOL display can be requested by its Service Select Code
with avalid variable pool ID or by moving the cursor to avariable
pool in the POOLS display and pressing ENTER.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1

NAME: PSBW SP: 231 HI-MRK: 5,720 %HI: 23

TYPE: VARIABLE LOC: ECSA CURR: 5,720 %CU: 23
RGN: DLS FREE: 18,856 MAX-SZ: 24,576

This area shows the pool identification, location, and statistics. The descriptions are arranged
in aphabetical order.
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%CU

The current size allocation percentage:

CURR / MAX-SZ * 100

Thisvalue is 0 when the displayed pool has no limit.

%HI
The high-water mark percentage:
HI-MRK / MAX-SZ * 100
Thisvalue is 0 when the displayed pool has no limit.
CURR
The current total pool alocation size.
FREE
Thetotal length of al free spacesin the variable poal.
HI-MRK
The high-water mark pool allocation size since IMS startup.
LOC
The storage location of the pool can be;
CSA
Common storage area
ECSA
Extended CSA
EPRV
Extended private
PRV
Private
MAX-SZ
Thetotal pool sizein bytes.
NAME

The pool identification can be:
pppp/dddd

or

pppp

where;

dddd Isapool descriptor.

pPPPP Isthevalid IMS pool ID.
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Pool I1Ds are defined in the IBM IMS System Definition Reference manual. The
descriptor added to the pool ID in the DPOOL display is a more common term than
the pool ID.

DBWP/DMBW
The DBWP (DMBW) pooal isthe pool for the DMB work areas.

DLDP/DMBP
The DLDP (DMBP) pool holds DMBs.

DLMP/PSBC
The DLMP (PSBC) pooal isthe total PSB pool in the:

e Control region (CTL) whenthe IMS option LSO isnot S.

*  CSA partition of the PSB pool when LSO=S.

DPSB/PSBD
The DPSB pool isthe DL/l SAS private partition of the PSB pool. This
appears only when LSO=S.

EPCB
Thispool isrequired for Fast Path database access.

MAIN/WKAP
MAIN (WKAP) is the general work pool.

MFBP
MFS pool.

PSBW
PSB work pool.

QBUF
QMGR buffer pool.

RGN
Pool ownership by region:

CTL Control region.

DLS DLI address space.

The OS/390 subpool number where this pool is allocated.

TYPE
The type of pool as:

VARIABLE

270 MVIMS Online — Analyzers Reference Manual



Area 2

BLOCK CNTS SMALLEST AVERAGE LARGEST
FREE: 1 18,856 18,856 18,856
ALLOCATED: 1 5,720 5,720 5,720

This area shows fragmentation information. The descriptions are arranged in a phabetical
order.

ALLOCATED: AVERAGE
The average length of the allocated blocks in the pool.

ALLOCATED: BLOCK CNT
The number of allocated blocksin the pool.

ALLOCATED: LARGEST
The length of the largest allocated block in the pool.

ALLOCATED: SMALLEST
The length of the smallest allocated block in the pool.

FREE: AVERAGE
The average length of the free spacesin the poal.

FREE: BLOCK CNT
The number of free block countsin the pooal.

FREE: LARGEST
The length of the largest free space in the pool.

FREE: SMALLEST
The length of the smallest free spaces in the pool.
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LATCH - Latch Summary

BMC SOFTWARE ———————-mmmmmm LATCH SUMMARY—==———m—— oo mem PERFORMANCE MGMT
SERV ==> LATCH INPUT 11:44:25 [INTVL=> 3 LOG=> N TGT==> INMSXxx
PARM ==> SORT=LA LINE 1 OF 50 SCROLL==> CSR
EXPAND:  MONCINTNL),LINESEL(DLTCH)

CURR ———— WAIT —-—-

WAIT - OWNER------= —- WAITING REGIONS-- TOT ~ CNT AVG

LATCH NAME ID CNT ST RGN STAT PSBNAME RGN1 RGN2 RGN3 RGN4 (S) (us)

ALLOC PSB APSB 2 EX 003 WAIT PHDAMINQ *002 004 0 1564 584

BLK LOADER ~ DBLR 0 EX 001 ACTV CUSTHISM 1 23K 44

CBTS LQB VLQB 0 —mmmmmmmmmmeme o GENERIC=mm—m e e 2 44K 423

*CBTS POOL CBTS 0 =mmm—mmmmmmmmel GENERIC=mmmmmmmmm e e 23 433K 52
CBTS VTCB VICB 0 ———mmmmmmmmom ol GENERIC=mm—m e e 0 245 874

CcCTL ccTL o 0 34 643

CONV CHKPT ~ CONV O 0 346 34

DB CHKPT DBSL O 0 557 878

DBRC AUTH DBAU O 0 574 537

DC CHKPT DCSL O 3 76K 45

DDIR BLK DDRB 0 =—====mmmmmmmmmm GENERIC=mmmmmmmmmmm e 0 579 246

DDIR POOL DDRP O 46 47K 970

DEP REGION ~ DBLK O 5 643 7656

DISPATCHER ~ DISP 0 0 4334 34

*DMAC SHARE ~ DMSH N/A ———ommmmmmmmm GENERIC=mm—m e e N/A  N/A N/A
*DMAC SYNC DMSY N/A ——mmmmmmmmmmme e GENERIC=mm === mmm e e N/A N/A N/A
DMB BLK DMBB 0 ————mmmmmmmmm - GENERIC=—m—m e e 0 234 975

DMB POOL DMBP O EX 006 WAIT PHDARHDR 0 423 48

FP-CMD NJA 0 N/A  N/A N/A

FP-RESOURCE ~ N/A 0 N/A  N/A N/A

FP-SYNC N/A 0 EX 005 ACTV DBFCST00 N/A N/A N/A

LOG LOGL 0 EX 000 ACTV INTERNAL 0 423 54

APPC INPUT  LUBT N/A ——=—-mmmmmmmmmm GENERIC=mmmmmmmmmmm e N/A N/A N/A

LU 6.2 LUM  LUML O o o0 o

*MSDB MSDB N/A ——mmmmmmmmmmme GENERIC=mm—m e e N/A  N/A N/A
*0SAM BUFP DBBP 0 ———mmmmmmmmmm- GENERIC=mmmmmmmmmmm e 0 6756 57
PDIR BLK PDRB 0 ———mmmmmmmmmme o GENERIC=mm o e e 0 24K 12

PDIR POOL PDRP 0 0 68 867

PI ENQ,DEQ  XCNQ O 6 8547 687

PSB BLK PSBB 0 ————mmmmmmmmm- GENERIC=—m—m e e 0 43 24

PSB POOL PSBP 0 3 423 6898

QUEUE BUFFER QBSL ~ 0 ————————mmmmmm GENERIC=—m—m e e 0 35 245

QUEUE MGR QMGR 0 —=—mmmmmmmm e GENERIC=m=mmmmmm e e 41 53K 765

SCHED SUBQ  SUBQ 0 ————mm—mmmmmmee GENERIC=—m—m e e 0 76 757

SCHEDULE SCHD 0 2 43K 35

SMB HASH BLKM 0 =——mmmmmmmmmmem GENERIC=mmmmmmmmmmm e 0 35 345

STATISTICS  ACTL O 2 42k 58

STORAGE MGR ~ SMGT =~ 0 —=====m—mmmmmme el GENERIC=mmmmmmmmmmm e 0 357 976

TCT BLOCK TCTB 0 —mmmmmmmmmmemm e GENERIC=—m—m e e 0 658 234

TERMINAL TERM 0O 0 243 5

USER USER 0O 0 3463 66

END OF DATA
Description: L ATCH shows detailed contention information for nongeneric latches
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and summary statistics for generic latches. To see contention statistics
for selected generic latches, you can use the DLTCH service (see
“Expand” in this service description).
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Select Code:

Parameter:

Expand:

Sorting:

IMS uses latches to serialize task access to resources to prevent 10ss
of control at critical times. Use this LATCH service display to find
the source of any latch contention. The display shows statistics for the
latches listed in the first column. These latches may be used by
multiple regions. If more than one region iswaiting for alatch, the
regions waiting for the latches are shown by their identification
number in the RGNn fields (RGN1 through RGN4).

LATCH

You can enter:

SORT|SO=cc

where cc can be any of the following two characters. The display list
issorted by CURR WAIT CNT and LATCH NAME, respectively, by
default.

AT Sortsthelist by AVG WAIT TIME.

CcC Sortsthelist by CURR WAIT CNT and LATCH NAME,
respectively (default).

ID Sortsthelist by ID.

LA Sortsthelist by LATCH NAME.
TC Sortsthe list by TOT WAIT CNT.
TT Sortsthe list by TOT WAIT TIME.

This LATCH display can be EXPANDed by moving the cursor to the
following fields and pressing ENTER:

MON(INTNL) Active Timer Requests display of all active IMS
internals monitors (INTNL areq).

DLTCH Detail latch display.

Move the cursor to one of the generic latches with
an * character in front of its LATCH NAME and
press ENTER to expand that latch in the DLTCH

display.
The display list can be sorted by:

e Using the SORT parameter.

« Positioning the cursor with the TAB key to the column heading
to be sorted and pressing ENTER.

This overrides any SORT parameter entered in the PARM field

and primes the field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.
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The display list is sorted by CURR WAIT CNT asthe primary sort
default and by LATCH NAME as the secondary sort. Alphanumeric
fields are sorted in ascending order and numeric fields are sorted in
descending order.

Scrolling: Thedisplay list is scrollable.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1

ALLOC PSB APSB 2
BLK LOADER DBLR 0

This arealists the latches and shows how many regions are waiting for each latch. The
descriptions are arranged in al phabetical order.

CURR WAIT CNT
Number of regions currently waiting for the latch.

ID
The IMSlatch ID associated with the descriptive latch name (see “LATCH NAME”
below).

LATCH NAME

Thefirst column is a descriptive latch name for the IMS latch ID shown in the second
column. A generic latch that can be expanded has an * character in front of its name.
The latches that are displayed include:

ALLOC PSB IMS latch ID: APSB
A block mover latch that serializes PSB allocation processing.
APPC INPUT IMSlatch ID: LUBT

It serializesthe IMS LUG6.2 blocks (TIBs) used to initiate an
LU6.2 conversation.

BLK LOADER IMSlatch ID: DBLR
Thislatch serializes the loading of a PSB when it is not found
in memory.

CBTSLQB IMSlatch ID: VLQB

It serializes access of CBTS LQB control blocks.
CBTS POOL IMSlatch ID: CBTS

It serializes access of CBTS pool control blocks.
CBTSVTCB IMSlatch ID: VTCB

It serializes access of CBTS VTCB control blocks.
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CCTL

CONV CHKPT

DB CHKPT

DBRC AUTH

DC CHKPT

DDIRBLK

DDIR POOL

DEP REGION

DISPATCHER

DMAC SHARE

DMAC SYNC

DMB BLK

DMB POOL

IMSlatch ID: CCTL
It serializes the access of aDBCTL resource.
IMS latch ID: CONV

The conversational latch serializes checkpoint and
conversation processing.

IMS latch ID: DBSL

It serializes DB checkpoint processing because some control
blocks cannot be changed in the middle of a checkpoint.

IMS latch ID: DBAU

A block mover latch that seriaizes the move of DBRC
authorization blocks.

IMSlatch ID: DCSL

It serializes DC checkpoint processing because some control
blocks cannot be changed in the middle of checkpoint.

IMSlatch ID: DDRB
A block mover latch that serializes the move of DDIR blocks.
IMSlatch ID: DDRP

A block mover latch that serializes the access of DDIR pool
space required for aDDIR.

IMSlatch ID: DBLK
It serializes access of dependent region control blocks.
IMS latch ID: DISP

It serializes the usage of some of the IMS system dispatcher’s
control blocks.

IMS latch ID: DMSH

These latches control Data Entry DataBase (DEDB) access.
Thereis onelatch per DEDB.

IMS latch ID: DMSY

These latches control DEDB synchronization. Thereis one
latch per DEDB.

IMSlatch ID: DMBB
A block mover latch that serializes the move of a DMB block.
IMSlatch ID: DMBP

A block mover latch that serializes the access of DMB pool
space required for aDMB block move.
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The following, FP-CMD, FP-RESOURCE, and FP-SY NC, are designated as a

pseudo-latch, because

FP-CMD

FP-RESOURCE

FP-SYNC

LOG

LU 6.2LUM

MSDB

OSAM BUFP

PDIR BLK

PDIR POOL

Pl ENQ,DEQ

PSB BLK

PSB POOL

QUEUE BUFFER

QUEUE MGR
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they are not managed by DFSCLMOQO.
IMSlatch ID: Not applicable

The Fast Path command pseudo-latch seridlizesany IMS
commands relating to Fast Path with Fast Path processing.

IMS latch ID: Not applicable

The exclusive control Fast Path resource pseudo-latch (IMS
XCGL) seridizes Fast Path buffers.

IMSlatch ID: Not applicable

Fast Path checkpoint synchronization pseudo-latch controlsthe
execution of synchronization process modules for Fast Path
regions.

IMS latch ID: LOGL

It serializes IMS log processing.
IMSlatch ID: LUML

It serializes IMS LUG.2 control blocks.
IMSlatch ID: MSDB

These latches control the locks on the Main Storage DataBase
(MSDB). Thereis one latch per MSDB.

IMS latch ID: DBBP latch

It serializes OSAM database buffer pools. Thereis one latch
for each subpool.

IMSlatch ID: PDRB
A block mover latch that serializes the move of PDIR blocks.
IMSlatch ID: PDRP

A block mover latch that serializes the access of PDIR pool
space required for a PDIR block move.

IMS latch ID: XCNQ

It serializes enqueue/dequeue for program isolation.
IMSlatch ID: PSBB

A block mover latch that serializes the move of a PSB block.
IMSlatch ID: PSBP

A block mover latch that serializes the access of PSB pool
space required for a PSB block move.

IMSlatch ID: QBSL
It serializes access of queue buffers.
IMSlatch ID: QMGR

It serializes storage management.



SCHED SUBQ IMS latch ID: SUBQ

It serializes access of scheduler subqueues. Thereis one latch
for each scheduler subqueue.

SCHEDULE IMS latch ID: SCHD

It protects the scheduling process from online change and
allows synchroni zation with other IMS modulesinvolved in
the scheduling process.

SMB HASH IMS latch ID: BLKM

It serializes access of SMB hash tables that are required for
dynamic SMB (transactions) as aresult of CPI-C transactions.

STATISTICS IMSlatch ID: ACTL

It serializes statistics control blocks.
STORAGE MGR IMSlatch ID: SMGT

It serializes access of storage pool control blocks.
TCT BLOCK IMSlatch ID: TCTB

Thislatch is required to coordinate the activity of SMB chains
from TCT (transaction classtable). There is onelatch for each
TCT.

TERMINAL IMSlatch ID: TERM
It serializes terminal control block access.
USER IMSlatch ID: USER

It serializes the access of user/SPQB blocks.

Area 2

EX 003 WAIT PHDAMINQ
EX 001 ACTV CUSTHISM

This areaidentifies the latch owner(s). The descriptions are arranged in a phabetical order.
---OWNER---

The entriesin this column correspond to the ST values. If ST is SH, this column
contains the number of regions sharing the latch, for example:

SHR-CNT= 1
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If ST is EX, the OWNER fieldsidentify the exclusive owner of the latch as follows:

001 ACTV CUSTHISM

PSBNAME Either PSB name or INTERNAL (latch isheld by an internal IMS
function).

RGN Region ID number of the exclusive owner of thislatch. A 000 value
indicates that the owner isan IMS internal ITASK.

STAT Current status can either be WAIT (owner iswaiting) or ACTV
(owner is active).

ST
The current status of the latch as:
EX Exclusive
SH Shared
Area 3
———— WAIT -———-
—-WAITING REGIONS-- TOT CNT AVG
RGN1 RGN2 RGN3 RGN4 (s) (us)
*002 004 0 1564 584
1 23K 44

This area shows the regions waiting for the latch and the amount of wait time. The descriptions
are arranged in alphabetical order.

---- WAIT ----
The latch wait time as:
AVG (us)  Theaverage wait time for the latch type in microseconds.
CNT Thetotal accumulative wait count for the latch type.
TOT (9) The total wait time for the latch type in seconds. These statistics reflect
only the activity since the last IM S checkpoint.

-WAITING REGIONS-
The identification number of the region(s) waiting for the latch is shown in the RGNn
fields (a maximum of four regions per latch can be displayed). If aregion is currently
holding another latch, the region ID number is preceded by an * character.
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LOGST - Log Statistics

BMC SOFTWARE ~—---m-mmmmmmmmmm e LOG STATISTICS -----—mmmmmmmmm PERFORMANCE MGMT
SERV ==> LOGST INPUT  13:21:09 INTVL=> 3 LOG=> N  TGT==> IMSxxx
PARM ==> SCROLL => N/A
———————————— LOG DATA SET CONFIGURATION - - - - — — = — — — — — -
DDNAME TYPE BLKSIZE DEVICE VOLUME DEVN BLOCK NO MODE  --COMMENTS--

DFSOLPO2  P-OLDS 12,288 3350 BABPO3 0250 00000083 SINGLE  73% USED
DFSWADSO  P-WADS 2,080 3350 BABPO3 0250 00000084 SINGLE
——————————————— OLDS STATISTICS = - = = — = = — = = — = - - -

MAX BLKS THIS OLDS 15 ALLOCATED OLDS 3
FIRST BLOCK(HEX) 00000079 ARCHIVE COUNT 0
CURRENT BLOCK(HEX) 00000083 AUTO ARCHIVE 1
LAST BLOCK(HEX) 00000087 BUFFERS 2
RECOVERY BLOCK(HEX) 00000076 BUFFER SIZE 12,288
AWE WRITE REQUESTS 0 BUFFER WAITS 10
CHECK WRITE REQS 1,797 BLOCKS WRITTEN 131
WAIT WRITE REQUESTS 0 BLOCKS READ 0
——————————————— WADS STATISTICS - - = = = = = = = = = - - - -
NUMBER EXCPS 1,805 SEGS WRITTEN 2,320 SEGS PER 1I/0 1.29
——————————————— CHECKPOINT DATA - - = = = = = = = = = - - - -
LATEST: 861207105021 00000076 CHKPT RECORDS 495
SNAPQ/DUMPQ: 86120/103511 00000002 CHKPT FREQUENCY 5,000

OLDEST LCRE: 86120/105021 00000076

Description: LOGST displays checkpoint, configuration, and statistical
information on the Online Log Data Set (OLDS) and Write Ahead
Data Set (WADS).

Select Code: LOGST

Parameter : None.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1

———————————— LOG DATA SET CONFIGURATION - - = = = = = = = - - - -

DDNAME TYPE BLKSIZE DEVICE VOLUME DEVN BLOCK NO MODE --COMMENTS-~-
DFSOLPO2 P-OLDS 12,288 3350 BABPO3 0250 00000083 SINGLE  73% USED
DFSWADSO P-WADS 2,080 3350 BABPO3 0250 00000084 SINGLE

This area shows the configuration of the current log data sets. The descriptions are arranged in
alphabetical order.

BLKSIZE The block size of the data set. Thisis always 2080 for the WADS; 2048
segment size plus a 32-byte suffix. The OLDS block size is obtained from the
DSCB for the data set and must be a multiple of 2048. All OLDSs must have
the same block size.

BLOCK NO Thelast sequential block number (hexadecimal) written to the data set. The
WADS block number is ahead of or the same as the OLDS block number.
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COMMENTS Could be one of the following:

e XX% USED

where xx is the percentage of blocks that are used in the current OLDS.
The WADS does not show the percentage becauseit is a preformatted data
set that is continually reused.

« DCB NOT OPEN

This message appearsin the comments field whenever LOGST detects
that the data set is not open. This occurs when IMSisin the process of
switching to anew OLDS.

*  WADSNOT ACTIVE

This message appears in the comments field whenever the WADS is not
active, which can occur when all available WADS and spares have I/0
errors. This causes degradation because IM S must write directly to the
OLDS and pad and truncate blocks when CHECK WRITES are requested.

DDNAME The current ddname being used by IMS.

DEVICE The type of DASD device where the data set resides. If ?DEVT? appears, it
indicates an unknown DASD device type. If 2UNIT? appears, it indicates an
unsupported device type. BMC Software should be contacted to include these
device types.

DEVN The address of the volume containing the data set.

MODE Indicates whether SINGLE or DUAL OLDS/WADS was specified at IMS
initialization.

TYPE I dentifies the type of data set. The first character is either aP for primary or S
for secondary. The character P or Sisfollowed either by OLDS for the Online
Log Data Set or by WADS for the Write Ahead Data Set.

VOLUME The name of the volume containing the data set.

Area 2
——————————————— OLDS STATISTICS = - = = = = = = = = = = - - -
MAX BLKS THIS OLDS 15  ALLOCATED OLDS 3
FIRST BLOCK(HEX) 00000079  ARCHIVE COUNT 0
CURRENT BLOCK(HEX) 00000083  AUTO ARCHIVE 1
LAST BLOCK(HEX) 00000087  BUFFERS 2
RECOVERY BLOCK(HEX) 00000076  BUFFER SIZE 12,288
AWE WRITE REQUESTS 0  BUFFER WAITS 10
CHECK WRITE REQS 1,797  BLOCKS WRITTEN 131
WAIT WRITE REQUESTS 0  BLOCKS READ 0

Thisarea shows OL DS status and logger activity. The descriptions are arranged in a phabetical

order.

ALLOCATED OLDS
Number of OLDSsthat IMS has allocated.
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ARCHIVE COUNT
Thisfigureisused to determine when IM S needs to issue an archive regquest to DBRC
if automatic archiving is selected (see AUTO ARCHIVE below). It reflects the
number of OLDS filled since the last archive request by IMS. ARCHIVE COUNT
never exceeds AUTO ARCHIVE and does not reflect the OLDS that still require
archiving.

AUTO ARCHIVE
User specified number of OLDSs to be filled before IM S schedules an archive job.
Zero means no automatic archive (see ARCHIVE COUNT above). When the
ARCHIVE COUNT reaches the AUTO ARCHIVE limit, IMS issues an archive
request to DBRC.

AWE WRITE REQUESTS
Number of asynchronous write requeststo the IMS logger under an Asynchronous
Work Element (AWE). IMS Fast Path is the prime user of thistype of request. It
issues an AWE write request to chain together multiple log records to be writtenin a
single request to the logger.

BLOCKS READ
Number of blocks read from the OLDSs since IMS restart. Blocks are read only for
backout processing.

BLOCKSWRITTEN
Number of physical blocks written to the OLDS since IMS restart.

BUFFER SIZE
The buffer size of the OLDSs.

BUFFER WAITS
Number of times the logger had to wait for a buffer. An attempt was made to place a
logical record in aphysical log buffer, but the buffers were not written to the OLDS
and no buffer was available.

BUFFERS
Number of access method buffers used for the OLDS. This number is specified on the
DD statement for the OLDS by the DCB=BUFNO= keyword. There are no separate
WADS buffers because WADS uses the same buffers as OLDS, but each buffer is
segmented into 2K segments.

CHECK WRITE REQS
Number of check write requests to the logger. This type of request forces a physical
write to the WADS/OLDS, if not already done. The requestor is suspended until the
write is done. The main use of thistype of request isfor log write ahead for database
updates.

CURRENT BLOCK(HEX)
Hexadecimal sequence number of the last block physically written to the OLDS.

FIRST BLOCK(HEX)
Hexadecimal sequence number of the first block on the current OLDS.
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LAST BLOCK(HEX)
Hexadecimal sequence number of the last block that could be written to the current
OLDS.

MAX BLKSTHISOLDS
Total capacity, in blocks, of the current OLDS.

RECOVERY BLOCK(HEX)
Hexadecimal sequence number of the most recent block needed for recovery in the

event of arestart. This number is obtained from the oldest local recovery element
(LCRE).

Tip
If this number is far behind the CURRENT number, it ismost likely aBMP
that is executing and not taking sufficient checkpoints.

WAIT WRITE REQUESTS\
Number of wait write requests to the logger. Thistype of request isthe sameasa
check write request with the exception that the request does not have to be
immediately satisfied. The requestor is prepared to wait until the block iswritten,
which happens after someone else issues a CHKW request; the buffer then fills up, or
1 second elapses on an internal timer. The request could be satisfied immediately or
the requestor could wait a maximum of 1 second. The prime user of this type of
request is the DC Log Write Ahead (DCLWA) option, which ensures that aterminal
output message is placed on the log before it is sent to the terminal .

Note:  IMSdoes not keep statistics for ordinary write requests to the log; therefore,
the total of the above statistics for the logger is not atotal of all requests.

Area 3

——————————————— WADS STATISTICS - - = = — = = — = — — - - - -
NUMBER EXCPS 1,805 SEGS WRITTEN 2,320 SEGS PER 1/0 1.29

This area displays statistics about WADS activity. The descriptions are arranged in
alphabetical order.

NUMBER EXCPS
Number of physical 1/0 requests issued to each WADS. If dual WADS logging is
selected, the actual number of EXCPs is twice this amount.

SEGSPER I/O0
Average number of segments written per 1/0O operation. IMS attemptsto chain as
many segments together as possible to reduce the number of physical 1/Os.

SEGSWRITTEN
Number of segments written to the WADS. IMS segments each log buffer into 2K
segments.

MVIMS Online — Analyzers Reference Manual



Area 4

——————————————— CHECKPOINT DATA - - = = — — — — — — — — — - -
LATEST: 86120/105021 00000076  CHKPT RECORDS 495
SNAPQ/DUMPQ: 86120/103511 00000002  CHKPT FREQUENCY 5,000
OLDEST LCRE: 86120/105021 00000076

This area displays the IMS checkpoint data. The descriptions are arranged in al phabetical
order.

CHKPT FREQUENCY
Number of logical log records between IMS checkpoints, specified in the IMS system
definition.

CHKPT RECORDS
Current count of logical log records written to the log since the last checkpoint. This
count isreset when it reaches CHKPT FREQUENCY and a checkpoint isissued.

LATEST
Latest IMS checkpoint identifier and hexadecimal 1og block sequence number.

OLDEST LCRE
Oldest IMS checkpoint identifier and hexadecimal 1og block sequence required to
back out a currently running program or transaction. LCRE isan IMS internal control
block used for recovery purposes.

SNAPQ/DUMPQ
TheIMS checkpoint identifier and hexadecimal log block sequence number when the
last /CHE SNAPQ or DUMPQ wasissued. If a SNAPQ or DUMPQ is hot issued, this
isthe last cold start checkpoint.
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Pl - Program Isolation

BMC SOFTWARE
SERV ==> PI
PARM ==>

—————————— PROGRAM ISOLATION -----------—— PERFORMANCE MGMT

INPUT  13:21:09 [INTVL=> 3 LOG=> N

LINE 1 OF

TGT==> IMSxxX
16 SCROLL => CSR
<< EXPAND >>

------------ P1 POOL SPACE SUMMARY - - - — = — = — — — — — — - — - -
DYNAMIC POOL INTERNAL POOL
BYTES QCBS BYTES QCBS
CURRENT POOL SIZE 0 0 1,584 66
INCREMENT 1,024 42
MAXIMUM POOL SIZE 4,096 170
FREE SPACE 0 o 1,584 66
------------ Pl ENQUEUE SUMMARY - — — = = = = = = = = = = — — — - -
RGN PROGRAM TRANSACT ENQCNTR ~ READS UPDATES EXCL RGN DB/AREA DCB  RBA
1 PIWAITL PIWAITL 1 1 0 0
2 PIWAIT2 PIWAIT2 2 0 2 0 1 CUSTHISM 1  0000165C
Description: The Pl service allowsinvestigation into program isolation problems.
All dependent regions with outstanding enqueues are shown. Any
region holding aresource causing await is highlighted. For regionsin
a Pl wait, information about the lock holder is displayed to theright.
Select Code: Pl
Parameter: First region number to display (optional)
Expand: The details of the DL/I call being performed by the region can be
viewed on the DLIST display. This service can be accessed from the
PI display by moving the cursor to the row showing that region and
pressing the ENTER key. DLIST shows the call details when the
ENTER key is pressed. It is not synchronized with the Pl ENQUEUE
SUMMARY area of the display.When returning from aDLIST
EXPAND, the data shown is the same as when DLIST was selected.
Scralling: The display is scrollable so you can view all the regions without

Field Descriptions:

refreshing the data. Datais refreshed when the ENTER key is pressed
and no cursor selection is used.

Each of the fields is shown and described below by display area.

Area 1

CURRENT POOL SIZE
INCREMENT
MAXIMUM POOL SIZE
FREE SPACE

- — PI POOL SPACE SUMMARY - — — — = — — = — — — — — — — — -
DYNAMIC POOL INTERNAL POOL
BYTES QcBS BYTES  QCBS
0 0 1,584 66
1,024 42
4,096 170
0 0 1,584 66

This area summarizes the state of the program isolation pools. The descriptions are arranged in

alphabetical order.
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CURRENT POOL SIZE
The current size of the dynamic pool and internal pool, given both in bytes and the
corresponding number of 16-byte queue control blocks (QCBSs) that it can contain.

FREE SPACE
The amount of free space in the dynamic pool or internal pool, given both in bytes
and the corresponding number of 16-byte QCBsthat it can contain.

INCREMENT
The amount the Pl pool is expanded in similar unitsif additional spaceis required.

MAXIMUM POOL SIZE
The maximum possible size of the dynamic pool, given both in bytes and the
corresponding number of 16-byte QCBsthat it can contain.

Area 2

———————————— P1 ENQUEUE SUMMARY - - - = = = = = = = = = = - - - - -
RGN PROGRAM TRANSACT ENQCNTR READS UPDATES EXCL

1 PIWAITL PIWAITL 1 1 0 0

2 PIWAIT2 PIWAIT2 2 0 2 0

This area gives a one-line program isolation summary for the regions with outstanding
enqueues. If aregion holds aresource resulting in await of another region, the holding region
is highlighted. The resource may be identified by examining the data shown for the waiting
region(s) in Area 3 of the display.

The descriptions are arranged in alphabetical order.

ENQCNTR
The number of enqueues currently held by the region.

PROGRAM/TRANSACT
The program and transaction, if scheduled.

READS/UPDATES/EXCL
Enqueues, broken down by level.

RGN
Theregion ID.

Area 3

RGN DB/AREA DCB  RBA

1 CUSTHISM 1  0000165C

Data appearsin thisareaonly for regionsin a Pl wait. The descriptions are arranged in
alphabetical order.
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DB/AREA

DCB
The needed resource isidentified by DCB number. If 22?2?7272 appears, the enqueueis
on aninternal IMS system resource. An example isthe enqueueissued during data set
open/close.

RBA

The hexadecimal ID used by the Program I solation routines in IMS to identify the
resource. It is most commonly the relative byte address (RBA) of the VSAM control
interval (Cl) or the relative block nhumber (RBN) of the OSAM block containing the
segment in contention. The rulesthat IMS uses to construct the resource ID are listed
below to assist in problem determination.

FP DEDB
The ID isthe high order three bytes of the RBA of the VSAM control
interval containing the segment.

FP MSDB
The ID isthe address of the segment prefix in the IMS Control Region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change eachtime IMS
is started.

HDAM OSAM
The ID isthe RBA of the block containing the segment.

Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(x'40" of the high order byteis turned on.

VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS
If the key isfour bytesor less, the ID is the actual key. Otherwise, theID is
the hashed key, using the algorithm in DFSHASHO.

In some cases, Program I solation uses special resource | D valuesthat do not represent
arelative byte address (RBA) In these cases, the following text is displayed in the
RBA field:

AREA
Used by Fast Path to lock an entire area. Thisis mostly used during /STOP
AREA processing and XRF takeovers.

BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only oneregion at atimeto
use the overflow buffers, so it uses program isolation to serialize the process.
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DATASET
Used at data set open time for buffer invalidation.

DS-BUSY
Data set busy is used to ensure that no Cl or CA split occurs during a read.

EXTEND
Used to serialize data set extension.

NON-DBRC
Database is not registered with DBRC.

RGN  ThelD of theregion currently holding the needed resource.
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POOLC - Pool Summary (CBT)

288

BMC SOFTWARE ~————————m—mmmmmm POOL SUMMARY ~——————m—mmmmm PERFORMANCE MGMT
SERV ==> POOLC INPUT  13:21:09 INTVL=> 3 LOG=> N  TGT==> IMSxxx
PARM ==> AWE SCROLL => N/A

ID RGN LOC FX SP SIZE HWM  BLK BLKTH GETM FREEM COMMENTS
10SB CTL CSA N 228 8,192 8,192 14 14 1 0
GIOB CTL CSA N 228 0 0 0 1 0 0
OSWA CTL CSA N 228 8,192 8,192 7 7 1 0
GOWA CTL CSA N 228 0 0 0 1 0 0
PST CTL CSA N 231 53,248 53,248 13 1 13 0 GBL INT PST
DPST CTL CSA N 231 8,192 8,192 2 2 2 0 DEP PST
SAP CTL CSA N 231 12,288 12,288 84 86 2 0
GQMW CTL CSA N 231 8,192 8,192 24 2 2 0
LQWW CTL PRI N O 16,384 16,384 48 1 4 0
DIWA CTL CSA N 228 4,096 4,096 15 17 1 0
DL2W CTL PRI N 0O 8,192 8,192 26 26 2 0
DG2W CTL CSA N 231 4,096 4,096 13 2 1 0
QSAV CTL CSA N 231 8,192 8,192 7 1 1 0
VRPL CTL CSA N 231 8,192 8,192 16 18 2 0
LSAV CTL PRI N O 28,672 28,672 392 1 6 0

CSA  PRIVATE EXT-CSA EXT-PRIV

CONTROL 330,184 57,344 0 0
DLISAS 0 0 0 0

Description: Thisdisplay shows summary information for all CBT poolsand detail

information for up to 15 pools per screen.

Select Code: POOLC

Parameter: Pool selection:

blanks Enter four blanks to display all pools, beginning with
thefirst 15 pools.
poolid Enter the valid four-character pool 1D of thefirst pool
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to be displayed. Pool IDs are defined inthe IBM IMS
Diagnosis Guide and Reference manual. When
POOLC isrequested, it displays a scrollable list of
pools. The pool ID inthe PARM field isthe identifier
of the next list of poolsto be displayed. Pressing
ENTER pages through the pool 1Ds and puts the pool
ID shown inthe PARM field at the top of thelist.




Field Descriptions: Each of the fields is shown and described below by display area.

ID
10SB
GIOB
OSWA
GOWA
PST

DPST
SAP

GOMW
LQMW
D1WA
DL2W
DG2W
QSAV
VRPL
LSAV

Area

1

RGN
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL
CTL

LoC
CSA
CSA
CSA
CSA
CSA
CSA
CSA
CSA
PRI
CSA
PRI
CSA
CSA
CSA
PRI

FX SP SIZE HWM BLK BLKTH GETM FREEM COMMENTS
N 228 8,192 8,192 14 14 1 0

N 228 0 0 0 1 0 0

N 228 8,192 8,192 7 7 1 0

N 228 0 0 0 1 0 0

N 231 53,248 53,248 13 1 13 0 GBL INT PST
N 231 8,192 8,192 2 2 2 0 DEP PST
N 231 12,288 12,288 84 86 2 0

N 231 8,192 8,192 24 2 2 0

N 0 16,384 16,384 48 1 4 0

N 228 4,096 4,096 15 17 1 0

N 0 8,192 8,192 26 26 2 0

N 231 4,096 4,096 13 2 1 0

N 231 8,192 8,192 7 1 1 0

N 231 8,192 8,192 16 18 2 0

N 0 28,672 28,672 392 1 6 0

This area shows the pool identification and size information. The descriptions are arranged in
alphabetical order.

BLK

BLKTH

COMMENTS

FREEM

FX

GETM

HWM

LOC

RGN

SIZE

Total number of control blocks in the pool.

The threshold's target block number for STM (storage manager) task
compression.

Additional significant information about the pool, usually a pool description.
Number of FREEMAINSs issued for pool compression.

Indication whether pool is page-fixed (Y), not page-fixed (N), or
conditionally page-fixed (C).

Number of GETMAINsissued for pool expansion.
High-water mark of the pool size in bytes.

The name of the CBT pool as defined in the IBM IM S System Definition
Reference manual.

Thelocation of pool storage (CSA, ECSA, EPRIV, or PRIV).
The region that owns the pool, such as CTL or DLS.
The size of the poal in bytes.

The number of the OS/390 subpool where the IMS pool is located.
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Area 2

CSA  PRIVATE EXT-CSA EXT-PRIV
CONTROL 330,184 57,344 0 0
DLISAS 0 0 0 0

This area shows storage size by region. The descriptions are arranged in a phabetical order.

CONTROL Thetotal CBT pool storage size held by the control region, shown by pool
storage location.

DLISAS Thetotal CBT pool storage size held by the DL/I SAS region, shown by pool
storage location.
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POOLS - Pool Summary (Non-CBT Variable and Fixed Pools)

BMC SOFTWARE —----—-—--————- POOL SUMMARY (NON-CBT) -------—-—- PERFORMANCE MGMT
SERV ==> POOLS INPUT  14:50:18 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> ,SORT=%C ROW 1 OF 16 SCROLL=> CSR
EXPAND: MON(CINTNL), LINESEL(DPOOL/QUEST/MFSST)
CSA EXT-CSA PRIVATE ~ EXT-PRIV
CONTROL REG 17,976 304,720 0 283,952
DLISAS REG 0 1,112 0 2,320

NAME TYP RGN LOC SP CURR  %CU HI-MRK %HI MAX-SZ WASTED EXP+CMP EXP-CMP
DPSB/PSBD VAR DLS EPRV. 0 2320 5 2320 5 40960 N/A N/A N/A
DLMP/PSBC VAR DLS ECSA 231 424 3 424 3 12288 N/A N/A N/A
LUMP FIX CTL ECSA 0 234624 2 234624 2 10000K 5691 4 4
DLDP/DMBP VAR DLS ECSA 231 688 1 688 1 49152 N/A N/A N/A
AOIP FIX CTL EPRV 0 22912 0 40120 O NOLIM 708 5 1
CESS FIX CTL EPRV 231 0O 0 8760 O NOLIM 87 4 0
ciop FIX CTL CSA 0 17976 O 17976 O NOLIM 22162 0 0
DBWP/DMBW VAR DLS ECSA 231 0O 0 672 2 24576 N/A N/A N/A
EMHB FIX CTL EPRV 231 0 0 0 0 NOLIM 0 (0] (0]
EPCB VAR CTL ECSA 231 0 o 0 0 12288 N/A N/A N/A
FPWP FIX CTL EPRV 0 0 0 0 0 NOLIM 0 (0] 0]
HIOP FIX CTL EPRV 0 283952 0 283952 0 NOLIM 9613 8 6
LUMC FIX CTL ECSA 231 70096 O 70096 0 10000K 42072 6 2
MFBP VAR CTL EPRV 0 0 0 0 0 49152 N/A N/A N/A

Description: This display shows summary information for all non-CBT variable
and fixed pools.

Up to 32 different buffer sizes can be used for a fixed pool. For each
buffer size, you can specify the buffer count for the primary block and
the buffer count for the secondary blocks. Thereis only one primary
block per buffer size for agiven fixed pool. When the space in the
primary block is exhausted, a secondary block is allocated
(expansion). Subsequent secondary blocks are all ocated (expansion)
as needed. You can specify an upper-limit size for afixed pool.

Chapter 14. IMS Internals Displays 291



292

—— Tuning Tips

»  Secondary blocks (and potentially the primary block
depending on your specification) can be deleted (compressed)
when they are no longer used. In theory, expansions
(allocation of secondary blocks) should occur only for a
heavy workload. Performance would be degraded if new
blocks are frequently allocated (expanded) and deleted
(compressed). The primary blocks should handle most of the
normal workload, while the secondary blocks handle a heavy
workload.

If certain buffer sizes are rarely used (for example, once a
week for some special processing), you can specify the
primary blocks for those buffer sizes as compressible. This
way, the primary blocks are alocated only when they are
needed, as opposed to being allocated when the pool is
initialized. Moreover, these blocks are deleted (compressed)
when they are not heeded. The DPOOL service can be used to
determine the usage of all buffer sizes for a given fixed pool.

¢ Sincethe buffersin afixed pool are of fixed sizes (there are
32 maximum buffer sizes allowed), some of the spacein the
buffers would be wasted. A small amount of wasted spaceis
unavoidable. However, alarge amount of wasted storage
should be avoided because it can impact performance. The
POOL S/ DPOOL services can be used to identify which pool
and which buffer sizes have the problem.

Select Code: POOLS

Parameter: Multiple parameters must be separated by a comma. (,).
Display sort:
SORT You can enter:

,SORT|SO=cc

where cc can be any of the following two
characters. The display list is sorted by %CU field
(current usage percentage) by default. The sort
sequence is ascending for al phanumeric characters
and descending for numeric characters.

Tip
An easy way to sort isto move the cursor to the
column heading and press ENTER.
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The following SORT parameter descriptions are
arranged al phabetically. SORT keywords that start
with a special character are described first.

%C Sorts the list by %CU (current usage
percentage).

%H Sorts the list by %HI (high-water mark
percentage).

CcuU Sortsthe list by CURR (current size).

HI Sortsthe list by HI-MRK (high-water
mark).

LO Sortsthe list by LOC (location).

MA Sortsthe list by MAX-SZ (maximum
size).

NA Sortsthe list by NAME.

NE Sortsthe list by EXP-CMP (net
expansions).

RG Sortsthe list by RGN (region).

SP Sorts the list by SP (subpool).

TO Sorts the list by EXP+CMP (total
number of expansions and
compressions).

TY Sortsthe list by TYP (type).

WA Sortsthelist by WASTED (accumulated

wasted space for all buffer sizesfor the
pool since IMS started).

Pool selection:
TYPE You can enter:
TYPE=ALL|FIX]VAR
ALL Displays all pools (default).
FIX Displays only fixed pools.
VAR Displays only variable pools.
Expand: This POOLS display can be EXPANDed by moving the cursor to the

following fields and pressing ENTER:
*  MON(INTNL)

Active Timer Requests display of all active IMS internals
monitors (INTNL area).
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e LINESEL(DPOOL/QUEST/MFSST)

Thedisplay is expanded to the appropriate detail for the first pool
inthelist:

—  For an MFBP pool, the EXPAND isto the MFFST display
service. This does not apply to an IMS DBCTL system.

— For aQBUF pool, the EXPAND isto the QUEST display
service. This does not apply to an IMS DBCTL system.

—  For all other poals, the EXPAND isto the DPOOL display
service.

You can also move the cursor to any line in the display list and
press ENTER to expand to the detail display for that pool.

Sorting: The display list can be sorted by:
e Using the SORT parameter.

«  Positioning the cursor with the TAB key to the column heading
to be sorted and pressing ENTER.

This overrides any SORT parameter entered in the PARM field
and primes the field with the action taken. The integrity of any
other parameters entered in the PARM field is preserved.

The display list is sorted by %CU field (current usage percentage) by
default. Alphanumeric fields are sorted in ascending order and
numeric fields are sorted in descending order.

Scroalling: The display is scrollable.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
CSA EXT-CSA PRIVATE EXT-PRIV
CONTROL REG 17,976 304,720 0 283,952
DLISAS REG 0 1,112 0 2,320

This area shows all storage usage by pools and by location.
CONTROL REG and DLISAS REG

The total allocated pool space in CSA, extended CSA, private, and extended private
under each region.
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Area 2
NAME TYP RGN LOC SP CURR  %CU HI-MRK %HI MAX-SZ WASTED EXP+CMP EXP-CMP
DPSB/PSBD VAR DLS EPRV 0 2320 5 2320 5 40960 N/A N/A N/ZA
DLMP/PSBC VAR DLS ECSA 231 424 3 424 3 12288 N/A N/A N/A
LUMP FIX CTL ECSA 0 234624 2 234624 2 10000K 5691 4 4
DLDP/DMBP VAR DLS ECSA 231 688 1 688 1 49152 N/A N/A N/A
AOIP FIX CTL EPRV 0 22912 0 40120 0 NOLIM 708 5 1
CESS FIX CTL EPRV 231 0 0 8760 0 NOLIM 87 4 0
CIOP FIX CTL CSA 0 17976 0 17976 0 NOLIM 22162 0 0
DBWP/DMBW VAR DLS ECSA 231 0 0 672 2 24576 N/A N/A N/A
EMHB FIX CTL EPRV 231 0 0 0 0 NOLIM 0 0 0
EPCB VAR CTL ECSA 231 0 0 0 0 12288 N/A N/A N/A
FPWP FIX CTL EPRV 0 0 0 0 0 NOLIM 0 0 0
HIOP FIX CTL EPRV 0 283952 0 283952 0 NOLIM 9613 8 6
LUMC FIX CTL ECSA 231 70096 0 70096 0 10000K 42072 6 2
MFBP VAR CTL EPRV 0 0 0 0 0 49152 N/A N/A N/A

This area summarizes all pool allocation. The descriptions are arranged in alphabetical order.

%CU

%H]I

CURR

The current allocation size percentage:

CURR / MAX-SZ * 100

Thisvalue is 0 when the displayed pool has no limit.

The high-water mark percentage:

HI-MRK /7 MAX-SZ * 100

Thisvalue is 0 when the displayed pool has no limit.

The current total pool size allocation.

EXP+CMP

The total number of block expansions and compressions for the poal. It applies only
to fixed pools.

Tuning Tip

A high number could indicate some of the primary/secondary buffer allocations
are too small. Use the DPOOL service to determine which buffer sizes have the
problem.

EXP-CMP

The difference of expansions and compressions (net expansions) of blocks for the
pool. It applies only to fixed pools.
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Tuning Tip

A high number could indicate some of the primary/secondary buffer alocations
aretoo small. Primary blocks should be able to handle most workloads. Use the
DPOOL service to determine which buffer sizes have the problem.

HI-MRK
The high-water mark allocation size for both variable and fixed pools since IMS
startup.

LOC
The storage location of the pool can be:

CSA
Common storage area

ECSA
Extended CSA

EPRV
Extended private

PRV
Private

MAX-SZ
Thetotal pool sizein bytes. Thefixed pool can have unlimited size, whichis
displayed as NOL IM.

NAME
The pool identification can be:
pppp/dddd
or
pppp
where:
dddd Isapool descriptor.
ppPP Isthevalid IMS poal ID.

Pool IDs are defined in the IBM, IMS System Definition Reference manual.
The descriptor added to the pool 1D in the POOLS display is a more common term
than the pool ID.

AOIP
A fixed automated operator interface buffer pool.

CESS
A fixed external subsystem work pool.

ClOoP
A fixed pool for terminal buffers.
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RGN

DBWP/DMBW
The DBWP (DMBW) pooal is the pool for the DMB work areas.

DLDP/DMBP
The DLDP (DMBP) pool holds DMBs.

DLMP/PSBC
The DLMP (PSBC) pooal isthe total PSB pool in the:

e Control region (CTL) whenthe IMS option LSO isnot S.
*  CSA partition of the PSB pool when LS0=S.
DPSB/PSBD

The DPSB pool isthe DL/l SAS private partition of the PSB pool.

This appears only when LS0=S.

EMHB
A fixed pool for IFP message-driven regions.

EPCB

Thispool is required for Fast Path database access.
FPWP

Fast Path fixed work pool.
HIOP

A fixed communication 1/O buffer pool.
LUMC

A fixed pool for the APPC/IMS LUB6.2 function.
LUMP

A fixed pool for the APPC/IMS LUB6.2 function.
MAIN/WKAP

The MAIN (WKAP) pool isthe general work poal.
MFBP

MFS pool.
PSBW

PSB work pool.
QBUF

QMGR buffer pool.

The ownership of the pool by region:

CTL
Control region.

DLS
DLISAS address space.
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The OS/390 subpool number where this pool is allocated.

TYP
The type of pool:
FIX
Fixed pools.
An asterisk indicates at least one overflow buffer is allocated.
VAR
Variable pools.
WASTED

The accumulated wasted space for all the buffer sizesin the pool since IMS
started. It applies only to fixed pools.

——— Tuning Tip

Since the buffersin afixed pool are of fixed sizes (there are 32 maximum
buffer sizes allowed), some of the space in the buffers would be wasted.
A small amount of wasted space is unavoidable. However, alarge
amount of wasted storage should be avoided because it can impact
performance. If the valueis large, use the DPOOL service to determine
which buffer sizes can be adjusted (if any). If a buffer size usesonly a
few buffers (for example, 1), the primary buffer count per block can be
reduced.
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Chapter 15. OS/390 System Displays

This chapter describes the displays that show the status, activity, and performance of IMS
resources when IM S interacts with OS/390 and the resources under OS/390 control.

DSPST - Dispatcher Statistics

BMC SOFTWARE ------————---- DISPATCHER STATISTICS  --------——- PERFORMANCE MGMT
SERV ==> DSPST INPUT  13:42:27 INTVL=> 3 LOG=> N TGT==> 17A331CT
PARM ==> RA06001 - ENTER FIRST REGION NUMBER SCROLL=> N/A
FHHFEXOS DISPATCHER* > **** *GOAL MODE ACTIVE*
REGION TYPE ASID DSP SRV_.UNITS TCB CPU
BBI-SS 15 195 12,413 13

0 CONTROL 33 184 219,421 18

0 DLIS 123 178 11,345 0

1 DBT 62 180 293,161 20

2 MPP 42 185 93,227 17

3 BMP 101 190 81,522 12

Fxkkrx | |1S DI SPATCHER**x*
3 DYNAMIC SAPS

3 DEPENDENT REGIONS
1 ACTIVE BMP 0 ACTIVE MDP
1 ACTIVE MPP 0 ACTIVE NDP 317 TOTAL ITASKS DISPATCHED
1 ACTIVE DBT 0 ACTIVE FPU

Description: This display summarizes OS/390 and IM S dispatching. It shows the
status of the IM S regions as seen by OS/390 and provides statistics
about internal IMS multitasking.

Select Code: DSPST
Parameter: No entry or enter 1 to display the control region and dependent
regions 1 through 8.

Enter n to display the control region and dependent regions n through
n+7, where n isavalid region identification number within the range
of defined regions.

This service shows eight regions at atime. Changing the region 1D
number in the PARM field displays another range of eight regions.
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Field Descriptions: Each of the fields is shown and described below by display area.

Area 1

Hxkkrx0S D ISPATCHER** %

REGION TYPE ASID DSP SRV.UNITS  TCB CPU DOMAIN PFGR PFPD
BBI-SS 15 195 12,413 13 72 108 1

0 CONTROL 33 184 219,421 18 72 108 1

0 DLIS 123 178 11,345 0 72 308 1

1 DBT 62 180 293,161 20 71 307 1

2 MPP 42 185 93,227 17 71 307 1

3 BMP 101 190 81,522 12 71 309 1

This areadisplays OS/390 data about the IM S control and dependent regions. The descriptions
are arranged in alphabetical order.

Note: If *GOAL MODE ACTIVE* isin the upper-right portion of this area of the display,
SRM information does not apply and the DOMAIN, PFGR, and PFPD fields are not
displayed.

ASID 0S/390 address space identification.

DOMAIN SRM domain.

DSP Current priority of the address space on the dispatch queue when this

address space is swapped in.

PFGR SRM performance group.

PFPD SRM performance period.

REGION Region ID, 0 for the control region and DL/1 SASregion, 1-31 for

dependent regions.

SRV.UNITS Total weighted service units for this address space.

TCB CPU Total region TCB CPU time expressed in seconds.

TYPE Region type:

BBI-SS BBI-SS product address space
BMP Batch message processing
BMP-WFI BMP wait-for-input
CONTROL Contral region

DBT DBCTL CICS thread

FPU Fast Path utility

JBP Java batch message processing
IMP Java message processing
IMP-WFI JMP wait-for-input

MDP Message-driven Fast Path
MPP M essage processing

MPP-WFI MPP wait-for-input

NDP Non-message-driven Fast Path
ODB DBCTL ODBA thread
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Area 2

ok IMS DI SPATCHER***x+*
3 DYNAMIC SAPS

This area shows the number of save area prefixes (SAPs). SAPs are used to control the internal
multitasking of IMS ITASKS. A SAP display SAP is needed for each active event control
block (ECB) or ITASK. IMS preassigns SAPs for logging functions or the dependent regions
for example.

DYNAMIC SAPS
SAPs are set up to control communications I/O processing. The number depends on
the MAXIO statement in the IMS generation or on the SAV parameter specification
at execution time (this limits the amount of concurrent communication-related
processing.) A differentiation is made between privileged and nonprivileged
ITASKS. If selective dispatching becomes necessary (for example, if thereisa CIOP
pool space shortage), only privileged ITASKS are assigned a SAP and dispatched
until the condition clears.

Area 3

3 DEPENDENT REGIONS
1 ACTIVE BMP 0 ACTIVE MDP
1 ACTIVE MPP 0 ACTIVE NDP
1 ACTIVE DBT 0 ACTIVE FPU

This area displays the current activity in the IMS system. The descriptions are arranged in
alphabetical order.

ACTIVE BMP
The number of BMP and JMP regions scheduled currently.

ACTIVE DBT
The number of active DBCTL CICS and ODBA threads. ODBA threads areidentified
as ODB typeregionsin the OS DISPATCHER section of DSPST.

ACTIVE MPP
The number of MPP and JMP regions that are scheduled currently (idle message
regions are not included).

ACTIVE FPU, ACTIVE MDP, ACTIVE NDP
If Fast Path isinstalled, these fields contain the number of FPU (Fast Path utility),
MDP (message-driven program), and NDP (nonmessage-driven program) regions
scheduled currently.

DEPENDENT REGIONS
The number of regions started.

Area 4

317 TOTAL ITASKS DISPATCHED

This area shows the work performed by the IM S dispatcher since restart:
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TOTAL ITASKS DISPATCHED
The number of ITASKSs dispatched.

Note:  The difference between ITASKS created and ITASK s dispatched is
approximately the number of IWAITS.
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RS - Real Storage

BMC SOFTWARE ----—-—---———-—- REAL STORAGE ~  -—-———--————- PERFORMANCE MGMT
SERV ==> RS INPUT  12:30:50 INTVL=> 3 LOG=> N TGT==> IMSxxx
PARM ==> SCROLL=> N/A
TOTAL AVAIL LOCAL LSQA CSA LPA SQA
TOTAL 258302 1086 225166 21654 15015 2466 14569
PAGEABLE 194049 198763 14573 2367
FIXED 63167 26403 21654 442 99 14569
FIXEDB 943 924
IMS ADDRESS SPACES TOTAL LSQA NLSQA PAGE FIXED FIXB  SLOTS
IMS CONTROL 1680 100 112 1468 212 99
DBRC 365 35 2 328 37
DL/1 SAS 445 43 52 350 95 2
REGION TYPE PROGRAM  TRANSACT TOTAL LSQA NLSQA PAGE FIXED FIXB  SLOTS
1 MDP DFS1VP4 123 32 2 89 34
2 MPP 120 33 2 8 35
Description: This service summarizes the usage of page framesin the total system

by the IMS control region and nine dependent regions.
Select Code: RS
Parameter: No entry or enter 1 to display dependent regions 1 through 9.

Enter n to display dependent regions n through n+8, wheren isavalid
region identification number within the range of defined regions.

This service shows nine regions at atime. Changing the region ID
number in the PARM field displays another range of nine regions.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1
TOTAL AVAIL LOCAL LSQA CSA LPA SQA
TOTAL 258302 1086 225166 21654 15015 2466 14569
PAGEABLE 194049 198763 14573 2367
FIXED 63167 26403 21654 442 99 14569
F1XEDB 943 924

This area shows the usage of the real storage page framesin the system. It is a matrix where
each line represents a state the frameisin: TOTAL, PAGEABLE, FIXED, and FIXEDB. Each
column indicates page frame usage.

The descriptions are arranged in al phabetical order by page frame state (row) then by page
frame usage (column).

Page Frame State:
FIXED Number of fixed page frames in the system.
FIXEDB Fixed page frames below the 16MB line.
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PAGEABLE Number of pageable page framesin the system.

TOTAL Total number of pageable, fixed, and long-term fixed page framesin the
system, excluding the OS/390 nucleus.

Page Frame Usage:

AVAIL Number of currently unassigned page frames that can be used.

CSA Number of page frames used by the common service area (CSA).

LPA Number of page frames used by the link pack area (LPA).

LOCAL For regions running VIRTUAL=VIRTUAL, this column shows the number of

page frames currently used by the working set.

LSQA Number of page frames used by the local system queue area (LSQA).
SQA Number of page frames used by the system queue area (SQA).
TOTAL The total number of page frames that can be used.
Area 2
IMS ADDRESS SPACES TOTAL LSQA NLSQA PAGE FIXED FIXB  SLOTS
IMS CONTROL 1680 100 112 1468 212 99
DBRC 365 35 2 328 37
DL/1 SAS 445 43 52 350 95 2

This area shows page frame usage by the IMS and DB control and DL/l SAS regions.
The descriptions are arranged in alphabetical order.

FIXB
Number of fixed page frames below the 16MB line currently used by the working set
for regions running VIRTUAL=VIRTUAL.

FIXED
Number of short- and long-term fixed page frames currently used by the working set
for regions running VIRTUAL=VIRTUAL.

IMS ADDRESS SPACES
Indicates the page frames used by the:

DBRC DB control region
DLI/SAS DL/l SASregion

IMS control IMS control region

LSQA
Number of LSQA page frames required by the operating system for the dependent
region.
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NLSQA
Non-L SQA page frames required by the operating system for the dependent region.

PAGE
Number of pageable page frames currently used by the working set for regions
running VIRTUAL=VIRTUAL.

SLOTS
Number of dotsreserved on the page data sets for the dependent region.

TOTAL
Total number of page frames used by the dependent region. This includes both local

and L SQA page frames.

Area 3

REGION TYPE PROGRAM TRANSACT TOTAL LSQA NLSQA PAGE FIXED FIXB SLOTS
1 MDP DFS1VP4 123 32 2 89 34
2 MPP 120 33 2 85 35

This area summarizes the usage of real storage page frames for the first nine IM S dependent
regions. The descriptions are arranged in a phabetical order.

FIXB
Number of fixed page frames below the 16MB line currently used by the working set
for regions running VIRTUAL=VIRTUAL.

FIXED
Number of short- and long-term fixed page frames currently used by the working set
for regions running VIRTUAL=VIRTUAL.

LSQA
Number of LSQA page frames required by the operating system for the dependent
region.

NLSQA
Non-L SQA page frames required by the operating system for the dependent region.

PAGE
Number of pageable page frames currently used by the working set for regions
running VIRTUAL=VIRTUAL.

PROGRAM
Contains the PSB name, if scheduled.

REGION
Region ID.

SLOTS
Number of dotsreserved on the page data sets for the dependent region.

TOTAL

Total number of page frames used by the dependent region. This includes both local
and L SQA page frames.
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TRANSACT
Contains the transaction code if the transaction is schedul ed.

TYPE
Region type:
BMP Batch message processing
DBT DBCTL CICS thread
FPU Fast Path utility
JBP Java batch message processing
JMP Java message processing
MDP M essage-driven Fast Path
MPP Message processing
NDP Non-message-driven Fast Path
oDB DBCTL ODBA thread
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Chapter 16. IRLM Displays

This chapter describes services that analyze IMS database |ocking when IRLM is used.

IRLM - IRLM IMS Status (IRLM 1.5)

BMC SOFTWARE ~—------—=-——m— IRLM IMS STATUS —------—-mmmo PERFORMANCE MGMT
SERV ==> IRLM INPUT ~ 14:16:10 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> LINE 0001 OF 0018 SCROLL=> CSR
SSID: IR15(2)  REL: 150 SYSTEM ACTIVITY: REQUEST COUNTERS:
PCOXMEM) -« eveceeees YES  GLOBAL LOCK.-....u.... 2 IDENTIFY. . oeieaann 1
RULES. «ccvaeeacennn COMPAT ~ PTB LOCK. «ucvucennnn. O LOCK.ucewaeaaaaaaanaan. 59
SCOPE .-+ e cveceaaeanen LOCAL  RH LOCK.-.ceuceunannn O UNLOCK:wueeuceucaun-. 49
RH NOTIFY.....oouo... O SNAP. . it 0
CHANGE. -« e cveceeceaen 0
GLOBAL STATUS: EXIT ROUTINES CALLED: SYNC NOTIFY . eovncnnnn. 1
INTERNAL TRACE ACTIVE SUSPEND - -+« v e eeaee O  ASYNC NOTIFY........... 0
RESUME. .« eucvcennnn. 0  VERIFY.iuoiiuioiionuaonns 0
STATUS. « e veieecaaens O PURGE. «uueeuceaceannns 1
NOTHFY..ovmnennnns 0  QUERY.otueiiucaaonuaanns 0
DEADLOCK - + e v e cee e 0 QUIT..oiniiiiiaaaanns 0
IMS STATUS: TIMEOUT .. v ieeeieaee O  TAKEOVER. . «eceuceuaonns 0
NORMAL
TYPE: RATI0S:
UPDATE SUSPEND/LOCK. . - .. .. 0.00%
SHARE DEADLOCK/SUSPEND. - .0 00%
PRIMARY PTB-LOCK/LOCK. . . . .. 0.00%
END OF DISPLAY
Description: The IRLM service shows statistics and status information from the
IRLM to which thetarget IMSisidentified. Request counters, IMS wait
counts, and status are for the target IMS only. IRLM contention and exit
routine counts are for al IMSs using this IRLM.
Select Code: IRLM
Parameter : None
Scralling: Thisdisplay is scrollable.

Field Descriptions:

Each of the fields is shown and described below by display area.

Area 1

SSID: IRLM(1)

PCCXMEM) . . - ... ..

REL: 150

This area shows IRLM statistics. The descriptions are arranged in alphabetical order.
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PC(XMEM)
Y ES or NO (specified in DXRJIPROC) defines whether IRLM uses the cross-memory
program call (PC) service.

REL:
The IRLM release number (for example, 150).
RULES
AVAIL or COMPAT (specified in DXRJIPROC) defines the recovery procedure for
this IRLM when it is the surviving partner in an interprocessor data sharing complex.
SCOPE
Specified in DXRJIPROC.
LOCAL
Indicates that IRLM can only be used as the local lock manager (all sharing
subsystems must use the same IRLM on the same 0S/390).
GLOBAL
Indicates that the IRLM can participate with other IRLMsin an
intraprocessor or interprocessor environment.
SSID:
The IRLM subsystem name and ID (specified in the IRLM startup procedure
DXRJPROC with the parameters IRLMNM and IRLMID).
Area 2

SYSTEM ACTIVITY:

GLOBAL LOCK.......... 2
PTB LOCK. ... ......... 0
RH LOCK. ... oo 0
RH NOTIFY............ 0

Thefieldsin this area display system activity. The descriptions are arranged in alphabetical
order.

GLOBAL LOCK
Total global lock requests.

PTB LOCK
Total RH (Request Handler) to PTB (Pass The Buck) lock requests.

RH LOCK
RH (Request Handler) to RH lock requests.

RH NOTIFY
RH (Request Handler) to RH notify requests.
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Area 3
REQUEST COUNTERS:
IDENTIFY ..o an 1
LOCK. ¢ ie i ii i e e e et 59
UNLOCK . . oo iieeea s 49
SNAP . . i 0
CHANGE. . ... oo 0
ASYNC NOTIFY........... 0
VERIFY . oot 0
PURGE. -« oo i i eea e 1
QUERY . ... 0
QUIT . i o 0
TAKEOVER. . v oo oo oot 0

This area shows the number of requests from the target IMSto thisIRLM. The descriptions are
in aphabetical order.

ASYNC NOTIFY
The number of asynchronous notifies from this subsystem to other subsystems
(database buffer invalidate or extension and 1/O error for example).

CHANGE
Number of lock state change requests by this subsystem.

IDENTIFY
Number of times this subsystem identified itself to IRLM.

LOCK
Number of resource lock requests by this subsystem.

PURGE
Number of times this subsystem requested IRLM to purgeitslocks or responded to an
IRLM status exit.

QUERY
Number of query requests by this subsystem.

QUIT
Number of requests by this subsystem to quit using IRLM.

SNAP
Number of requests by this subsystem to SNAP IRLM storage.

SYNC NOTIFY
Number of synchronous notify requests by this subsystem.

TAKEOVER
Number of XRF backup requests to take over processing.

UNLOCK
Number of resource unlock requests by this subsystem.

VERIFY

Number of times this subsystem requested IRLM to verify the status of other
subsystems with which it shares databases.
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Area 4

GLOBAL STATUS:
INTERNAL TRACE ACTIVE

This area showsthe status of IRLM global mode. The descriptions are arranged in al phabetical
order.

The following status messages can be displayed:

COMMUNICATION FAILURE
IRLM entersthis state after an operator issues SETSTATE , COMM. The processing
IRLM tellsits IMSto quiesce all activity against all globa block level shared
databases to preserve data integrity sinceit is unsure of the status of the other IRLM.
The processing IRLM prevents further transaction scheduling until an operator issues
SETSTATE, INIT to set the INITIAL state.

INTERNAL TRACE (NOT) ACTIVE
Internal traceis (not) active. This status always appears.

SYSTEM FAILURE
IRLM entersthis state after an operator issues SETSTATE, SYSTEM, which meansiits
partner IRLM hasfailed. ThisIRLM keeps the locks of the failing IRLM on the
potentially updated but uncommitted data. To ensure dataintegrity, this data cannot
be accessed. Accessto al other shared resourcesis still permitted. IRLM goes from
thisstateto INITIAL state when the failed IRLM comes back to report it has
completed its cleanup or when the retained locks are purged manually.

TAKEOVER IN PROGRESS
An XRF (Extended Recovery Facility) takeover isin progress.

Area 5

EXIT ROUTINES CALLED:

SUSPEND. .o vveaaa oot 0
RESUME. . ... ... 0
STATUS. . i 0
NOTHFY . oo a 0
DEADLOCK. . ... eaans 0
TIMEOUT. .. ... . ...... 0

This area shows the number of times an exit routine is called by thisIRLM for any IMS.
The descriptions are arranged in alphabetical order.

DEADLOCK
Thisexit is entered by IRLM during a deadlock detection cycleif an IMSisinvolved
in adeadlock. DFSDLK X0 calculates a worth value for each of its work units
involved in the deadlock. IRLM then uses the value to select a candidate to break the
deadlock.
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NOTIFY
IRLM drivesthe notify exit to provide notification of certain events. For IMS, it calls
DFSNOTXO0 to handle these events. An example of an event requiring notification is
data set extension by another IMS.

RESUME
IRLM callsthe resume exit when awork unit can access the lock it iswaiting for. For
IMS, it calls DFSRESXO0 to IPOST the work unit (ITASK) out of IWAIT.

STATUS
IRLM drivesthe status exit when it is told about a communication failure or a system
failure of the partner IRLM.

SUSPEND
IRLM callsthe suspend exit when awork unit must wait for alock. For IMS, it calls
DFSSUSXO0 to IWAIT the work unit (ITASK).

Area 6

IMS STATUS:
NORMAL

Thisareashowsthe status of the target IMS in response to the activity of its partner IRLM. The
descriptions are arranged in al phabetical order.

NORMAL
ThisIMSisinanormal state which can be qualified if any of the other status

Messages appear.

ONLY ALLOW QUIT
No other request for thisIMS is accepted except quit.

PURGE REQUIRED
QUIT HELD=RETAIN was issued to keep al the locks held by thisIMS. A purgeis
required to release the locks.

QUIT ISSUED
A quit was issued for this IMS. Any work unit still in progress within thisIMSis
cancelled. All locks held by thisIMS are released if HELD=RELEASE isissued or
retained if HELD=RETAIN isissued. Thisinformation also is sent to the other IRLM in
the data sharing group to update its ISL (Identified Subsystem List).

SUBSYSLOCKS RETAINED
A QUIT HELD=RETAIN wasissued for thisIMSto stop all of itswork in progress but
to keep all itslocks. Thisis usually an abnormal state (something is wrong with this
IMS or itsrelated IRLM).
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Area 7

TYPE:
UPDATE
SHARE
PRIMARY

This area displaysthe type of data sharing that this IMS does. The descriptions are arranged in
alphabetical order.

BACKUP
IMS is the backup system in the XRF complex.

NO SHARE
IM S does not share its databases with other IM'S environments.

PRIMARY
IMS isthe primary system in the XRF complex. A non-XRF IMSis also considered
primary.

READ ONLY
IMS can only read its databases.

SHARE
IMS shares its databases with other IM S environments.

UPDATE
IMS can update its databases.

Area 8
RATIOS:
SUSPEND/LOCK . . o v v oo o 0.00%
DEADLOCK/SUSPEND. . ... .. 0.00%
PTB-LOCK/LOCK. ... ..... 0.00%

This area shows percentages of lock requests that are in suspension or a potential deadlock.
The descriptions are arranged in alphabetical order.

DEADLOCK/SUSPEND
The percentage of suspends detected in a potential deadlock condition during a
deadlock cycle. Thisratio is computed as follows:

100 x calls to deadlock exit routines / calls to suspend exit

PTB-LOCK/LOCK
The percentage of lock requests that require a PTB process, computed as follows:

100 x PTB lock / lock results

SUSPEND/LOCK
The percentage of lock requests that result in the suspend state, computed as follows:

100 x calls to suspend exit / lock requests
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IRLMG - IRLM GLOBAL STATUS (IRLM 1.5)

BMC SOFTWARE ——---==-==—m=— IRLM GLOBAL STATUS —-------=--m PERFORMANCE MGMT
SERV ==> IRLMG INPUT  14:16:17 INTVL=> 3 L0OG=> N TGT==> IMSA
PARM ==> LINE 0001 OF 0030 SCROLL=> CSR
SSID: IR15(2) REL: 150 SYSTEM ACTIVITY: REQUEST COUNTERS:
PCCXMEM) « < v e ceeeeee YES  GLOBAL LOCK....ow.... 4 IDENTIFY eieeieaane e 7
RULES. «ucvceacnnnn COMPAT ~ PTB LOCK...vuueuuenn- 0 LOCK:uueeuoeuenunn. 1,187
SCOPE. +aeveceacennn LOCAL  RH LOCK..uoeuueunanns O UNLOCK.wuceuaeenann-. 560
RH NOTIFY...cuoennnn. O SNAP. ..ttt 0
CHANGE. . v veceaen 18
GLOBAL STATUS: EXIT ROUTINES CALLED: SYNC NOTHFY . euoecnnn. 1
INTERNAL TRACE ACTIVE SUSPEND. -+ v ceen 26 ASYNC NOTIFY......o.... 0
RESUME. . vecvucenn.. 24 VERIFY....oioviiiiiana. 2
STATUS. . o eeeeaeeaenn O  PURGE..:uuciueruanuaanns 1
NOTIFY .. oeeeaaeaann 0  QUERY..tuuciuemianuaanns 0
DEADLOCK - + v e v e eeee e 0 QUITeueiiiaiaaeaans 1
TIMEOUT. .o veeeae O  TAKEOVER..c.uceuoeuann- 0
VTAM INFORMATION:
COMCYCL. - v eeenns 500MS DEADLOCK. ... ..... (155,4) RATIOS:
VTAM SENDS. .o vuceunann- O LOCAL..cwuceeeaaannn 0  SUSPEND/LOCK........ 2.2%
AVG BUCK SIZE.......... O GLOBAL....oveceunenn. 0  DEADLOCK/SUSPEND....0.0%
MAXCSA. . .. o... 4,096,000  PTB-LOCK/LOCK....... 0.0%
CURRENT. ........ 11,392
HIGHEST......... 11,392
IDENTIFIED SUBSYSTEMS
SUBSYSID STATE TYPE INTENT OTHER STATUS
DB2D ACTIVE  DB2 UPDATE NORMAL
PRIMARY ~ LOCAL NO SHARE
X16H ACTIVE ~ ONLINE  UPDATE PURGE ISSUED
PRIMARY ~ LOCAL SHARE
CIR11RLM ACTIVE  BATCH UPDATE NORMAL
PRIMARY  REMOTE  SHARE
END OF DISPLAY
Description: The IRLMG service shows statistics and status information from the
IRLM to which the target subsystem isidentified. It includes
information related to all subsystems using this IRLM.
Select Code: IRLMG
Parameter : None
Scroalling: Thisdisplay is scrollable.
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Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1

SSID: 1R15(2) REL: 150

PCOXMEM) -« ceee e eeent YES
RULES. . .oveueennn. COMPAT
SCOPE. .- eeeeceaane.. LOCAL

This area shows IRLM statistics. The descriptions are arranged in alphabetical order.

PC(XMEM)
Y ES or NO (specified in DXRJIPROC) defines whether IRLM uses the cross-memory
program call (PC) service.

REL:
The IRLM release number.
RULES
AVAIL or COMPAT (specified in DXRJIPROC) defines the recovery procedure for
thisIRLM when it isthe surviving partner in an interprocessor data sharing complex.
SCOPE
Specified in DXRJIJPROC.
LOCAL
Indicates that IRLM can only be used as the local lock manager (all sharing
subsystems must use the same IRLM on the same 0S/390).
GLOBAL
Indicates that the IRLM can participate with other IRLMsin an
intraprocessor or interprocessor environment.
SSID:
The IRLM subsystem name and ID (specified in the IRLM startup procedure
DXRJPROC with the parameters IRLMNM and IRLMID).
Area 2

SYSTEM ACTIVITY:

GLOBAL LOCK.......... 4
PTB LOCK. ... ..., 0
RH LOCK. ... .. ........ 0
RH NOTIFY............ 0

Thefieldsin this area display system activity. The descriptions are arranged in alphabetical
order.

GLOBAL LOCK
Total global lock requests.

PTB LOCK
Total RH (Request Handler) to PTB (Pass The Buck) lock requests.
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RH LOCK
RH (Request Handler) to RH lock requests.

RH NOTIFY
RH (Request Handler) to RH notify requests.
Area 3
REQUEST COUNTERS:
IDENTIFY e ieieieae - 7
LOCK -« e e veceeeaa 1,187
UNLOCK . -« v e eeeeeaceas 560
SNAP . et 0
CHANGE . .« v v e eeeaeens 18
SYNC NOTIFY.euoennann-. 1
ASYNC NOTIFY.....cocnn. 0
VERIFY e eeiieiaaaans 2
PURGE . « e ecveceaceaaen 1
QUERY -+ ceeeeceaaeaae 0
QUIT. e e 1
TAKEOVER. -« cveceeaeans 0

This area shows the number of requests from any subsystem (IMS or CICSfor example) to this
IRLM. The descriptions are in alphabetical order.

ASYNC NOTIFY
Number of asynchronous notifies from IRLM or the subsystems shown by this
IRLMG service to other subsystems (database buffer invalidate, extension and I/0O
error, or IRLM failure for example).

CHANGE
Number of lock state change requests by subsystems.

IDENTIFY
Number of subsystem identifiesto IRLM.

LOCK
Number of resource lock requests by subsystems.

PURGE

Number of times IRLM was requested to purge and the number of responsesto IRLM
status exits.

QUERY
Number of query requests by subsystems.

QUIT
Number of requests by subsystemsto quit using IRLM.

SNAP
Number of requests by subsystemsto SNAP IRLM storage.

SYNC NOTIFY
Number of synchronous notify requests by subsystems.
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TAKEOVER
Number of XRF backup requests to take over processing.

UNLOCK
Number of resource unlock requests by subsystems.

VERIFY
Number of times IRLM was requested by a subsystem to verify the status of other
subsystems sharing databases with the requesting subsystem.

Area 4

GLOBAL STATUS:
INTERNAL TRACE ACTIVE

This area showsthe status of IRLM global mode. The descriptions are arranged in al phabetical
order.

The following status messages can be displayed:

COMMUNICATION FAILURE
IRLM entersthis state after an operator issues SETSTATE , COMM. The processing
IRLM tellsits IMSto quiesce all activity against all globa block level shared
databases to preserve data integrity sinceit is unsure of the status of the other IRLM.
The processing IRLM prevents further transaction scheduling until an operator issues
SETSTATE, INIT to set the INITIAL state.

INTERNAL TRACE (NOT) ACTIVE
Internal traceis (not) active. This status always appears.

SYSTEM FAILURE
IRLM entersthis state after an operator issues SETSTATE, SYSTEM, which meansiits
partner IRLM hasfailed. This IRLM keeps the locks of the failing IRLM on the
potentially updated but uncommitted data. To ensure dataintegrity, this data cannot
be accessed. Accessto al other shared resourcesis till permitted. IRLM goes from
thisstateto INITIAL state when the failed IRLM comes back to report it has
completed its cleanup or when the retained locks are purged manually.

TAKEOVER IN PROGRESS
An XRF (Extended Recovery Facility) takeover isin progress.
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Area 5

EXIT ROUTINES CALLED:

SUSPEND. .o veeeaa oo 26
RESUME. ............. 24
STATUS. . i 0
NOTIFY .o a 0
DEADLOCK. ... ... ...... 0
TIMEOUT. .. ..o ie e 0

This area shows the number of times an exit routine is called by thisIRLM for any IMS.
The descriptions are arranged in alphabetical order.

DEADLOCK
Thisexit is entered by IRLM during a deadlock detection cycleif an IMSisinvolved
in a deadlock. DFSDLK X0 calculates a worth value for each of its work units
involved in the deadlock. IRLM then uses the value to select a candidate to break the
deadlock.

NOTIFY
IRLM drivesthe notify exit to provide notification of certain events. For IMS, it calls
DFSNOTXO0 to handle these events. An example of an event requiring notification is
data set extension by another IMS.

RESUME
IRLM callsthe resume exit when awork unit can accessthe lock it iswaiting for. For
IMS, it calls DFSRESXO0 to |POST the work unit (ITASK) out of IWAIT.

STATUS
IRLM drivesthe status exit when it is told about a communication failure or a system
failure of the partner IRLM.

SUSPEND
IRLM calls the suspend exit when awork unit must wait for alock. For IMS, it calls
DFSSUSXO0 to IWAIT the work unit (ITASK).

Area 6

VTAM INFORMATION:

COMCYCL . v v veeeaa oo 500MS
VTAM SENDS.............. 0
AVG BUCK SIZE........... 0

Thisareashows VTAM statistics for this partner IRLM of thetarget IMS. The descriptions are
arranged in alphabetical order.

APPLS
The VTAM APPL names of this IRLM and its partner. It defines the primary session
as specified in DXRIPROC APPLS. Thisfield is displayed only for SCOPE=GLOBAL.

APPL2
The VTAM APPL names of this IRLM and its partner. It defines the alternative
session between two IRLMs as specified in DXRIPROC APPL2. Thisfieldis
displayed only for an XRF complex with SCOPE=GLOBAL. If APPL2 is specified,
APPLS isnot applicable.
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APPL3
The VTAM APPL names of thisIRLM and its partner. It defines another backup
session between two IRLMs as specified in DXRIPROC APPL3. Thisfield is
displayed only for an XRF complex with SCOPE=GLOBAL.

AVG BUCK SIZE
The average size of the buck being passed between the IRLMs.

COMCYCL
Thetime the IRLM delays before processing itsinter-IRLM requests (specified in
COMCYCL of the IRLM startup procedure DXRJIJPROC).

VTAM SENDS
The total VTAM SENDs by thisIRLM.

Area 7
DEADLOCK . . . .. .. ... (15S,4)
LOCAL . e veeeieae e 0
GLOBAL . - - ooiiiiieaan 0

This area provides deadlock mode statistics. The descriptions are arranged in alphabetical

order.
DEADLOCK
The first number is the time in seconds between IRLM local deadlock cycles. The
second number represents the number of local deadl ock cycles before global deadlock
detection is performed (defined in DEADLOCK of DXRJPROC).
GLOBAL
Total number of global deadlocks.
LOCAL
Total number of local deadlocks.
Area 8
MAXCSA. .. ...... 4,096,000
CURRENT......... 11,392
HIGHEST......... 11,392

This area shows CSA/ECSA usage by IRLM. The descriptions are arranged in alphabetical
order.

CURRENT
Current CSA/ECSA usage.

HIGHEST
CSA/ECSA usage high-water mark.

MAXCSA

The maximum amount of CSA/ECSA that the IRLM can use for its dynamic control
blocks (specified in MAXCSA of DXRJIPROC).
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Area 9

RATIOS:
SUSPEND/LOCK. . ...... 2.2%
DEADLOCK/SUSPEND. .. ... 0%
PTB-LOCK/LOCK. ... ..... 0%

This area shows percentages of lock requests that are in suspension or a potential deadlock.
The descriptions are arranged in alphabetical order.

DEADLOCK/SUSPEND
Percentage of suspends detected in a potential deadlock condition during a deadlock
cycle. Thisratio is computed as follows:

100 x calls to deadlock exit routines / calls to suspend exit

PTB-LOCK/LOCK
Percentage of lock requests that require a PTB process. Thisratio is computed as
follows:

100 x PTB lock / lock requests

SUSPEND/LOCK
Percentage of lock requests that result in suspend state. This ratio is computed as
follows:

100 x calls to suspend exit / lock requests

Area 10
IDENTIFIED SUBSYSTEMS
SUBSYSID STATE TYPE INTENT OTHER STATUS
DB2D ACTIVE DB2 UPDATE NORMAL
PRIMARY LOCAL NO SHARE
X16H ACTIVE ONLINE UPDATE PURGE 1SSUED
PRIMARY LOCAL SHARE
CIR11RLM ACTIVE BATCH UPDATE NORMAL
PRIMARY REMOTE SHARE
END OF DISPLAY

This area shows the subsystems that have identified themselvesto IRLM. The descriptions are
arranged in a phabetical order.

INTENT
The subsystem data sharing intent:

NO SHARE|SHARE
The subsystem either participates in data sharing or does not participate.

READ ONLY|UPDATE
The subsystem intent is update or read only.
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OTHER STATUS

STATE

Other subsystem status indicators:

NORMAL
The subsystem state is normal and none of the following occur.

PURGE ISSUED
The subsystem issued a PURGE to release al locks.

QUIT ISSUED
The subsystem issued a quit to stop all of itswork in progress.

SUBSYS LOCKS RETAINED
A quit was issued with HELD=RETAIN to keep all of itslocks on updated but
uncommitted data.

State of the subsystem:

ACTIVE|INACTIVE
The subsystem is active or inactive.

BACKUP|PRIMARY
The subsystem is the primary or the backup in the XRF complex. A non-
XRF subsystem is also considered primary.

SUBSYSID

TYPE

Subsystem name. For online IMS or DB2, this is the 4-byte subsystem ID. For IMS
batch and CICSlocal DL/I, thisisthe jobname or started task name.

Subsystem type:

BATCH
The subsystem is IM S batch (including CICS local DL/I).

DB2
The subsystem is DB2.

LOCAL
The subsystem is connected to thisIRLM (local).

ONLINE
The subsystem isan IMS online system.

REMOTE
The subsystem is connected to its partner IRLM (IMS block level sharing

only).
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LCRES - IRLM Lock Contention by Resource (IRLM 1.5)

BMC SOFTWARE ----——-————- IRLM LOCK CONT BY RESRC ---—---——--—- PERFORMANCE MGMT
SERV ==> LCRES INPUT  16:56:54 INTVL=> 3 L0G=> N TGT==> IMSA
PARM ==> LINE 1 OF 1 SCROLL=> CSR
<< EXPAND >>
—————————— LOCK---——-——--—————— CUR WAIT
DATABASE DCB/AREA RBA/TYPE F G STA HOLDERS CNT WAITERS
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 1 002-116XBMPW
END OF DATA
Description: The LCRES service locates the partner IRLM of the target IMS. It then
locates, identifies, and displays alist of the locks related to the target
IMS that arein lock contention (being waited for).
Select Code: LCRES
Parameter: None
Expand: You can use the cursor to select a pop-up scrollable window, which lists
the work unitsin contention for the selected lock.
Scralling: Thelist of locksis scrollable.

Field Descriptions:

CUR STA

Each of the fields is shown and described below. The descriptions are
arranged in a phabetical order.

Current state of the lock. The state can be;

EXC
RO

SHR
UNK
UPD

HOLDERS

Exclusive

Read-only

Share

Unknown (lock state in transition)
Update

Identifies the holder of the lock on aresource as:

*NNN = XXXXXXXX Online IMS region of another local IMS using the same

IRLM, where to another IMS, nnn is the region number,
and Xxxxxxxx isthe region name.

NNN - XXXXXXXX Online IMS region of the target IMS, where nnn is the

region number and XXXXXXxX is the region name.

L - XXXXXXXX Local DL/l batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started
task.

S - XXXXXXXX IMS internal process, where xxxxxxxx isthe internal task

field name; for example, XFP for Fast Path internal task.
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X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXXX
isthe subsystem ID of an online IMS or the name of the
job or started task for abatch IMS.

If thelock isbeing held by more than one region, the count
of the holdersis shown.

LOCK

Resource waited on or held.

DATABASE
Database name.

DCB/AREA
DCB number of afull function DL/I database data set or the areaname for a
Fast Path DEDB.

F
Fast Path indicator:
blank Non-Fast Path lock
B B-lock for share level greater than 2, DS-BUSY, DATASET,

and COMMAND

F Fast Path lock
N Non-updatable Fast Path arealock
P P-lock for share level greater than 2, EXTEND, and BID

G
Global indicator:
blank Local lock
G Global lock

RBA/TYPE

In case of an RID (record lock) or BID (block lock), thisfield contains an identifier
IMS usesto control accessto the resource. The rules IMS uses to construct the ID are
listed below to help in problem determination.

FP DEDB
The ID isthe high-order three bytes of the RBA of the VSAM control
interval containing the segment.

FP MSDB
The ID isthe address of the segment prefix in the IMS control region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change each time IMS
is started.

HDAM OSAM
The ID isthe RBA of the block containing the segment.

Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(X~407) of the high order byte isturned on.
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VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS
If the key isfour bytesor less, the ID is the actual key. Otherwise, theID is
the hashed key, using the algorithm in DFSHA SHO.

There are many types of locks to serialize various resources. The most common ones
areblock lock (BID) and record lock (RID). Block lock is used to serialize the update
to ablock or Cl. Record lock is used to deny access to uncommitted data. In some
cases, this service uses resource |D values that do not represent arelative byte
address. In these cases, the following text is displayed in place of the actua 1D:

COMMAND
Used for global commands, IDENTIFY to IRLM, or IRLM NOTIFY.

DATASET
Used at data set open for buffer invalidation notifies.

DS-BUSY
Data set busy. Used to ensure no ClI or CA split during aread.

EXTEND
Used to serialize a data set extension.

The following locks are Fast Path only:

AREA
Used by Fast Path to lock an entire area. Thisis used mostly during /STOP
AREA processing and XRF takeovers.

BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only oneregion at atimeto
use the overflow buffers, so it uses program isolation to serialize the process.

DUMMY
Force release of all global locks.

NONDBRC
Database is not registered with DBRC.

WAIT CNT

Total number of waiters on the lock.

WAITERS
Identifies the first two waiters for that locked resource as;

*NNN = XXXXXXXX Online IMS region of another local IMS using the same
IRLM, where to another IMS, nnn is the region number, and
XXXXXXXX IS the region name.

NNN = XXXXXXXX OnlineIMSregion of thetarget IMS, where nnn istheregion
number and xxxxxxxx is the region name.
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L - XXXXXXXX Local DL/I batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started
task.

S - XXXXXXXX IMS internal process, where Xxxxxxxxx is the internal task
field name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Onlineor batch IMS on apartner IRLM, where XXXxXxxxx is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.

Selected L ock Pop-Up

BMC SOFTWARE ——--——-——m— IRLM LOCK CONT BY RESRC ---—--——mm— PERFORMANCE MGMT
SERV ==> LCRES INPUT  16:57:02 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> LINE 1 OF 1 SCROLL=> CSR
—————————— LOCK===—=——————————— CUR WAIT
DATABASE DCB/AREA RBA/TYPE F G STA HOLDERS  CNT WAITERS
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 1 002-116XBMPW
——————————— HOLDERS——————————————— ——————————_WAITERS-------REQ
RGN T STC/JOB PSB STATUS RGN T STC/JOB PSB STAT
003 B 116XBMPW PTESTO1 ACTV-USR 002 B 116XBMPW PTESTO2 UPD

END OF DATA

This pop-up shows the work units in contention for the selected lock. It isan EXPAND of a
lock by cursor selection from the LCRES service.

HOLDERS
Lists all the holders of the lock.

PSB
The program specification block that is being processed in the online IMS
region.

RGN
Region (PST) number of the online IMS region; otherwise, the field is left
blank. The region number is prefixed by an * character if the region belongs
to another IMS.

STATUS
Region status:
ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.
ACTV-DB2 Activein DB2 (Event Collector must be active).
ACTV-DBR Region activein DBRC.

ACTV-DLI Region activein DL/I.
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ACTV-MQS

ACTV-SCH
ACTV-USR
IDLE

IDLE-HOT

IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AOI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI

WAIT-INT

Region activein MQSeries (Event Collector must be
active).

Region active in nonspecific CREATE THREAD process.
Region active in the application program.
Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same
transaction.

Region waiting for WFI or Fast Path BALG input to
process.

Region defined but not started (not yet signed on).
Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTS) up to the
MINTHREAD specified value before they are actually
needed. These DBTswill have an INACTIVE status. For
other region types, this status should be displayed only
briefly, until the region completes the first CREATE
THREAD.

Region in first CREATE THREAD process.

Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).

Region in scheduling (CREATE THREAD).

Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call
with the wait option and DFSAOEQO has no message to
return to it at that time.

Region currently in wait, but dynamic backout in progress.

Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

Note:  The block mover latch comprises several smaller

latches. To find which BML latch aregionis
waiting for, use the LATCH service.

Region waiting for DL/I.

Region in scheduling (waiting for database intent).
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WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD
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Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx.
For more information see “LATCH - Latch Summary” on
page 272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB poal).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IMS dispatcher.
Region waiting for asynchronous notify(s) to complete
(IRLM must be active). An asynchronous notify could be
buffer invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pooal.

Region waiting in a nonspecific CREATE THREAD
process.

Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch
(DEDB area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.

Region waiting in Fast Path for DMAC sharelatch (DEDB
area).

Region waiting in Fast Path for DMAC synchronization
latch (DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path
command) latch.



WTF-MSDB

WTF-OBA

WTF-OCL

WTF-RSL

WTF-SEG

WTF-SYNC

Note:

STC/JOB

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

A # character in place of the - character in a statusindicates activity
resulted from an IM S data capture exit (user exit for data
propagation and site requirements) instead of the application
program. For example, if adata capture exit made a request that is
waiting for a program isolation lock, the STATUS field shows
WT#PI rather than WT-PI. For more information about data capture
exits, seethe IBM System Administration Guide publication.

The Event Collector must be active to obtain the data capture exit
status when the exit issuesaDB2 call.

Name of the job or started task. For an online IMS on a partner IRLM, thisis
the subsystem ID of that IMS. For an IMS internal task, thisisthe 3-byte
field task ID (for example, XFP for Fast Path internal task).

Region type. Possible types:

T
B
D
E
L
M
S
T
X

WAITERS

Batch message processing (BMP) or Java batch message processing
(JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

Local batch IMSregion

Message processing (MPP) or Java message processing (JMP) region
IMS internal task region

TPI (explicit APPC program)

External source (from apartner IRLM)

Lists all the waitersfor the lock.

REQ STAT

Requested lock state:

EXC
RO

SHR
UNK
UPD

Exclusive

Read-only

Share

Unknown (lock state in transition)
Update

Chapter 16. IRLM Displays 327



LCUSR - IRLM Lock Contention by User (IRLM 1.5)

BMC SOFTWARE ~——-—-—----—— IRLM LOCK CONT BY USER —---------—- PERFORMANCE MGMT
SERV ==> LCUSR INPUT  14:14:54 INTVL=> 3 L0OG=> N TGT==> IMSA
PARM ==> LINE 1 OF 2 SCROLL=> CSR

<< EXPAND >>
———————————— USER-==============-~ ———————HOLDING--~--- --WAITING FOR-
RGN T STC/JOB PSB TRANCODE RO SHR UPD EXC WAITERS RGN T STC/JOB
001 B I116XBMPW PTESTO1 0o 1 o0 o 1
002 B 116XBMPW PTESTO2 o o0 2 o0 0 001 L CIRLIRLM
END OF DATA
Description: The LCUSR service locates the partner IRLM of thetarget IMS. It then

locates, identifies, and displays alist of the target IMS work units
(dependent regions) that are involved in lock contentions (waiting or
holding resources that someone is waiting for). The regions are
displayed in sequence by region number.

The user causing alock contention is highlighted.

Select Code: LCUSR
Parameter: None
Expand: You can select adetailed display (LUSRD) of any listed region, which

identifies the resource(s) being waited for or held by that region.
Position the cursor on the line for that region and press ENTER as
indicated on the display by <<EXPAND>>. Pressing the PF3 (END) key
from that display returnsto thislist.

Scroalling: Thelist of regionsis scrollable.

Field Descriptions: Each of the fieldsis shown and described below. The descriptions are
arranged in aphabetical order.

HOLDING
The locks being held by this region:

EXC Number of EXCLUSIVE level locks being held
RO Number of READ-ONLY level locks being held
SHR Number of SHARE level locks being held

UPD Number of UPDATE level locks being held

USER
| dentifies the target online IMS work units.

PSB The name of the PSB (program specification block) being
processed in this online region.

RGN Region (PST) number.

STC/JOB Name of the job or started task.
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TRANCODE

WAITERS

Region type. Possible types:

B Batch message processing (BMP) or Java batch message
processing (JBP) region

DBCTL thread (CICS or ODBA)

F Fast Path region (IFP)

M Message processing (MPP) or Java message processing
(JMP) region

T TPI (explicit APPC program)

The transaction code being processed by the online region, if the
application is message driven.

Number of other regions waiting for one or more locks held by this region.

WAITING FOR

The region that this region is waiting for. There can be more than one region waiting,
but only oneislisted here.

RGN

STC/J0B

Region (PST) number. If the region is not an online IMS region,
thisfield is blank. If the region belongs to another IM S (different
subsystem ID), the region number is prefixed by an * character;
for example, *001.

The name of the job or started task. For an online IMS on a
partner IRLM, thisisthe subsystem ID of that IMS. For an IMS
internal process, thisisthe 3-byte IMSinternal task field name;
for example, XFP for Fast Path internal task.

Region type. Possible types:

B Batch message processing (BMP) or Java batch message
processing (JBP) region

D DBCTL thread (CICS or ODBA)

F Fast Path region (IFP)

L Local batch IMSregion

M Message processing (MPP) or Java message processing
(JMP) region

S IMS internal task

T TPI (explicit APPC program)

X External source (from apartner IRLM)
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LHRES - IRLM Locks Held by Resources (IRLM 1.5)

330

BMC SOFTWARE
SERV ==> LHRES

IRLM LOCKS HELD BY RESRC ---=-—-—--- PERFORMANCE MGMT

INPUT

16:57:09 INTVL=> 3 LOG=> N TGT==> IMSA

PARM ==> LINE 1 OF 6 SCROLL=> CSR
<< EXPAND >>

—————————— LOCK---=====-=-—-——— CUR WAIT
DATABASE DCB/AREA RBA/TYPE F G STA HOLDERS  CNT WAITERS

COMMAND B G RO S-DLI

COMMAND F G RO S-DLI
CUSTHDAM 1 DATASET B G RO S-DLI
CUSTHDAM 1 0000490E P G UPD 002-116XBMPW
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 1 002-116XBMPW
DBFSAMD3 CUSDB AREA N G RO S-XFP

END OF DATA

Description:

Select Code:
Parameter:

Expand:

Scralling:

Field Descriptions:

CUR STA
Current state

EXC
RO

SHR
UNK
UPD

HOLDERS
Identifies the

*NNN - XXXXXXXX

nNN - XXXXXXXX

L - XXXXXXXX

The LHRES service locates the partner IRLM of the target IMS. It then
locates, identifies, and displaysalist of al the locks related to the target
IMS that are being held (in contention or not).

LHRES
None

You can use the cursor to select a pop-up scrollable window, which lists
all the work units in contention for the selected lock.

Thelist of locksis scrollable.

Each of the fields is shown and described below. The descriptions are
arranged in a phabetical order.

of thelock. The state can be:

Exclusive

Read-only

Share

Unknown (lock state in transition)
Update

holder of the lock on aresource as:
Online IMSregion of another local IMS using the same IRLM,
whereto another IM S, nnn isthe region number, and XXXXXXXX

isthe region name.

Online IMS region of thetarget IMS, where nnn is the region
number and XXXXxxXXx is the region name.

Local DL/I batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started task.
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S - XXXXXXXX IMS internal process, where xxxxxxxx istheinternal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXXX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.

SHR CNT If the lock is being held by more than one region, the count of
the holdersis shown.
LOCK

Resource waited on or held.

DATABASE
Database name.

DCB/AREA
DCB number of afull function DL/ database data set or the areaname for a
Fast Path DEDB.

F
Fast Path indicator:
blank Non-Fast Path lock
B B-lock for share level greater than 2, DS-BUSY, DATASET,

and COMMAND

F Fast Path lock
N Non-updatable Fast Path arealock
P P-lock for share level greater than 2, EXTEND, and BID

G
Global indicator:
blank Local lock
G Global lock

RBA/TYPE

In case of an RID (record lock) or BID (block lock), thisfield contains an identifier
IMS usesto control accessto the resource. The rules IMS uses to construct the ID are
listed below to help in problem determination.

FP DEDB
The ID isthe high-order three bytes of the RBA of the VSAM control
interval containing the segment.

FP MSDB
The ID isthe address of the segment prefix in the IMS control region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change eachtime IMS
is started.

HDAM OSAM
The ID isthe RBA of the block containing the segment.
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Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(X~407) of the high order byte isturned on.

VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS
If the key isfour bytes or less, the ID is the actual key. Otherwise, the ID is
the hashed key, using the algorithm in DFSHA SHO.

There are many types of locks to serialize various resources. The most common ones
areblock lock (BID) and record lock (RID). Block lock is used to serialize the update
to ablock or Cl. Record lock is used to deny access to uncommitted data. In some
cases, this service uses resource |D values that do not represent arelative byte
address. In these cases, the following text is displayed in place of the actua ID:

COMMAND
Used for global commands, IDENTIFY to IRLM, or IRLM NOTIFY.

DATASET
Used at data set open for buffer invalidation notifies.

DS-BUSY
Data set busy. Used to ensure no ClI or CA split during aread.

EXTEND
Used to serialize a data set extension.

The following locks are Fast Path only:

AREA
Used by Fast Path to lock an entire area. Thisis used mostly during /STOP
AREA processing and XRF takeovers.

BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only oneregion at atimeto
use the overflow buffers, so it uses program isolation to serialize the process.

DUMMY
Force release of all global locks.

NONDBRC
Database is not registered with DBRC.

WAIT CNT

Total number of waiters on the lock.
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WAITERS
Identifies the first two waiters for that locked resource as:

*ANN - XXXXXXXX Online IMSregion of another local IMS using the same IRLM,
whereto another IMS, nnn isthe region number, and XXXXXXXX
isthe region name.

NNN - XXXXXXXX Online IMS region of thetarget IMS, where nnn is the region
number and XxXXXxxXX is the region name.

L - XXXXXXXX Local DL/I batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started task.

S - XXXXXXXX IMSinternal process, where xxxxxxxx istheinternal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXXX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS Selected L ock Pop-up

BMC SOFTWARE =~ —---m-mmmmm- IRLM LOCKS HELD BY RESRC ---------—- PERFORMANCE MGMT
SERV ==> LHRES INPUT  16:57:18 INTVL=> 3 L0G=> N TGT==> IMSA
PARM ==> LINE 1 OF 1 SCROLL=> CSR
—————————— LOCK--—=—===-===---- CUR WAIT
DATABASE DCB/AREA RBA/TYPE F G STA HOLDERS ~ CNT WAITERS
CUSTHDAM 1 0000490E P G UPD 002-116XBMPW
——————————— HOLDERS----—-=—=== === ——————————-WAITERS-------REQ
RGN T STC/JOB PSB STATUS RGN T STC/JOB PSB STAT
002 B I16XBMPW PTESTO2  WT-IRLM

END OF DATA

This pop-up shows ascrollable list of al the work unitsin contention for the selected lock. It is
an EXPAND of alock by cursor selection from the LHRES service.

HOLDERS

Lists al the holders of the lock.

PSB
The program specification block that is being processed in the online IMS
region.

RGN
Region (PST) number of the online IMS region; otherwise, the field is | eft
blank. The region number is prefixed by an * character if the region belongs
to another IMS.

STATUS
Region status:
ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.
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ACTV-DB2
ACTV-DBR
ACTV-DLI

ACTV-MQS

ACTV-SCH
ACTV-USR
IDLE

IDLE-HOT

IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AQI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI
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Activein DB2 (Event Collector must be active).
Region activein DBRC.
Region activein DL/I.

Region activein MQSeries (Event Collector must be
active).

Region active in nonspecific CREATE THREAD process.
Region active in the application program.
Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same
transaction.

Region waiting for WFI or Fast Path BALG input to
process.

Region defined but not started (not yet signed on).

Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTS) up to the
MINTHREAD specified value before they are actually
needed. These DBTswill have an INACTIVE status. For
other region types, this status should be displayed only
briefly, until the region completes the first CREATE
THREAD.

Region in first CREATE THREAD process.
Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).
Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call
with the wait option and DFSAOEQO has no message to
return to it at that time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

Note:  The block mover latch comprises several smaller
latches. To find which BML latch aregionis
waiting for, use the LATCH service.

Region waiting for DL/I.



WAIT-INT

WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

Region in scheduling (waiting for database intent).
Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For
more information see “LATCH - Latch Summary” on page
272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB poal).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IMS dispatcher.

Region waiting for asynchronous notify(s) to complete
(IRLM must be active). An asynchronous notify could be
buffer invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD
process.

Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch
(DEDB area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.

Region waiting in Fast Path for DMAC sharelatch (DEDB
area).

Region waiting in Fast Path for DMAC synchronization
latch (DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path
command) latch.

Region waiting in Fast Path for MSDB latch.
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WTF-OBA Region waiting in Fast Path for overflow buffer interlock.

WTF-OCL Region waiting in Fast Path for open/close latch.
WTF-RSL Region waiting in Fast Path for resource latch.
WTF-SEG Region waiting in Fast Path for MSDB segment.

WTF-SYNC Region waiting in Fast Path for synchronization latch.

Note:

STC/JOB

A # character in place of the - character in a statusindicates activity
resulted from an IM S data capture exit (user exit for data
propagation and site requirements) instead of the application
program. For example, if a data capture exit made a request that is
waiting for a program isolation lock, the STATUS field shows
WT#PI rather than WT-PI. For more information about data capture
exits, seethe IBM System Administration Guide publication.

The Event Collector must be active to obtain the data capture exit
status when the exit issuesaDB2 call.

Name of the job or started task. For an online IMS on a partner IRLM, thisis
the subsystem ID of that IMS. For an IMS internal task, thisisthe 3-byte
field task ID (for example, XFP for Fast Path internal task).

Region type. Possible types:

T
B
D
F
L
M
S
T
X

WAITERS

Batch message processing (BMP) or Java batch message processing
(JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

Local batch IMSregion

Message processing (MPP) or Java message processing (JMP) region
IMS internal task region

TPI (explicit APPC program)

External source (from apartner IRLM)

Lists all the waiters for the lock.

REQ STAT

Requested lock state:

EXC Exclusive
RO Read-only

SHR  Share
UNK  Unknown (lock state in transition)
UPD  Update
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LHUSR - IRLM Locks Hel

d by User (IRLM 1.5)

BMC SOFTWARE -———-———————— IRLM LOCK HELD BY USER --—---———-—- PERFORMANCE MGMT
SERV ==> LHUSR INPUT  14:25:00 INTVL=> 3 L0OG=> N TGT==> IMSA
PARM ==> LINE 1 OF 1 SCROLL=> CSR
<< EXPAND >>
———————————— USER---—-—————-——————— ———————HOLDING----- —-WAITING FOR-
RGN T STC/JOB PSB TRANCODE RO SHR UPD EXC WAITERS RGN T STC/JOB
‘002 B I116XBWPW PTESTO2 o o 1 o T
END OF DATA
Description: The LHUSR service locates the partner IRLM of the target IMS. It then
locates, identifies, and displays alist of the target IMS work units
(dependent regions) that are holding and/or waiting for alock. The
regions are displayed in sequence by region number.
The user causing alock contention is highlighted.
This service displays a superset of the regions shown in LCUSR.
LCUSR listsonly contentions, but LHUSR also includes any target IMS
regions holding lock(s) with no one waiting.
Select Code: LHUSR
Parameter: None
Expand: You can select adetailed display (LUSRD) of any listed region, which
identifies the resource(s) being waited for or held by that region.
Position the cursor on the line for that region and press ENTER as
indicated on the display by <<EXPAND>>. Pressing the PF3 (END) key
from that display returnsto thislist.
Scralling: Thelist of regionsis scrollable.

Field Descriptions: Each of the fieldsis shown and described below. The descriptions are

HOLDING

arranged in a phabetical order.

The locks being held by this region:

EXC
RO

SHR
UPD

USER
Identifies

PSB

RGN
STC/JOB

Number of EXCLUSIVE level locks being held
Number of READ-ONLY level locks being held
Number of SHARE level locks being held
Number of UPDATE level locks being held

the target online IMS work units.

Name of the PSB (program specification block) being processed in
this online region.

Region (PST) number.
Name of the job or started task.
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T Region type, which can be one of the following:

B

=
M

T

Batch message processing (BMP) or Java batch message
processing (JBP) region

DBCTL thread (CICS or ODBA)
Fast Path region (IFP)

Message processing (MPP) or Java message processing (JMP)
region

TPI (explicit APPC program)

TRANCODE The transaction code being processed by this online region, if the
application is message driven.

WAITERS

The number of other regions waiting for one or more locks held by this region.

WAITING FOR

The region that this region is waiting for. There can be more than one region waiting,
but only oneislisted here.

RGN Region (PST) number. If the region is not an online IMS region, this
field is blank. If the region belongsto another IMS (different SSID),
the region number is prefixed by an asterisk (*); for example, *001.

STC/JOB The name of the job or started task. For an online IMS on a partner

IRLM,

thisisthe subsystem ID of that IMS. For an IMS internal

process, thisis the 3-byte IMS internal task field name; for example,
XFP for Fast Path internal task.

T Region type, which can be one of the following:

B

< r m QO

- n
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Batch message processing (BMP) or Java batch message
processing (JBP) region

DBCTL thread (CICS or ODBA)
Fast Path region (IFP)
Local batch IMS region

Message processing (MPP) or Java message processing (JMP)
region

IMSinternal task
TPI (explicit APPC program)
External source (from apartner IRLM)



LUSRD - IRLM Lock User Detail (IRLM 1.5)

BMC SOFTWARE ----——-—————- IRLM LOCK USER DETAIL --—--—-——-————- PERFORMANCE MGMT
SERV ==> LUSRD INPUT  14:15:02 INTVL=> 3 L0G=> N TGT==> IMSA
PARM ==> 001 LINE 1 OF 1 SCROLL=> CSR
<< EXPAND >>

RGN: 001 TYPE: BMP STC: 116XBMPW PSB: PTESTOL TRAN:
IMSID: X16H STATUS: ACTV-USR PGM: PIWAIT LTERM:
—————————— LOCK-----——-——————-—— -STATE- --COUNT--
DATABASE DCB/AREA RBA/TYPE F G CUR REQ HOLD WAIT
———-WAITING FOR== === m oo oo mm oo HOLDERS-~=————————=——=——
CUSTHDAM 1 00001000 SHR EXC 2 1 004-1MSMSGO4 005-IMSMSGO5
—————— 70N Y | 7 | =
DEDBO0O01 AREA0001 F G SHR SHR 10 0

END OF DATA
Description: The LUSRD service locates the partner IRLM of thetarget IMS. It then

Select Code:

Parameter:

Expand:

Scralling:

locates, identifies, and displays the locks the selected online IMS
dependent region is holding or waiting for.

This display can be selected directly from the list of regions displayed
by the LCUSR or LHUSR service by positioning the cursor on the line
for the region and pressing ENTER.

LUSRD

Region number of a dependent region of the target online IMS.

The LUSRD display can be EXPANDed to the DLIST display for this
region, which shows the current DL/I call in detail, including call
function, PCB, and SSAs. Position the cursor on any LUSRD display
line (line 5 or greater) and press ENTER.

Thelist of locks in the HOLDING area of the display is scrollable.

Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1

RGN: 001 TYPE: BMP STC: 116XBMPW PSB: PTESTO1 TRAN:

IMSID: X16H STATUS: ACTV-USR PGM: PIWAIT LTERM:

This area shows processing statistics about the selected region. If thereis no lock activity,
LUSRD shows thisinformation only. The descriptions are arranged in a phabetical order.

IMSID

LTERM

The IMS subsystem ID.

If the application program is message driven and if the message originated from a
terminal, thisfield shows the LTERM name of the terminal that submitted the
transaction.

The application program being executed for the PSB in the region. This can be
different from the PSB if the regionisa BMP.
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PSB

RGN

STATUS

The program specification block being processed in this region.

The online region (PST) number.

Region status:

ACTIVE
ACTV-BKO
ACTV-DB2
ACTV-DBR
ACTV-DLI
ACTV-MQS
ACTV-SCH
ACTV-USR
IDLE

IDLE-HOT

IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AOI
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Active in a nonspecific process.

Region in dynamic backout.

Activein DB2 (Event Collector must be active).

Region activein DBRC.

Region activein DL/I.

Region activein MQSeries (Event Collector must be active).
Region active in nonspecific CREATE THREAD process.
Region active in the application program.

Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same
transaction.

Region waiting for WFI or Fast Path BALG input to process.
Region defined but not started (not yet signed on).
Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTS) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the
region completes the first CREATE THREAD.

Region in first CREATE THREAD process.

Region in scheduling (active in block loader latch).

Region in scheduling (active in block mover).

Region in scheduling (CREATE THREAD).

Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues aGM SG call with

the wait option and DFSAOEQO has no message to return to it
at that time.



WAIT-BKO

WAIT-BLKM

WAIT-BML

WAIT-DLI

WAIT-INT

WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

WTF-ADSC

WTF-AREA

WTF-DEDB

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

Note:  Tthe block mover latch comprises several smaller

latches. To find which BML latch aregion iswaiting
for, use the LATCH service.
Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.
Region waiting for alatch with IMS latch ID of xxxx. For
more information see “LATCH - Latch Summary” on page
272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB poal).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IMS dispatcher.
Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pooal.

Region waiting in a nonspecific CREATE THREAD process.
Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

Region waiting in Fast Path for DEDB arealock.

Region waiting in Fast Path for DEDB ownership.
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WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

WTF-OBA

WTF-OCL

WTF-RSL

WTF-SEG

WTF-SYNC

Region waiting in Fast Path for DMAC share latch (DEDB
area).

Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path command)
latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation
and site requirements) instead of the application program. For example,
if adata capture exit made arequest that is waiting for a program
isolation lock, the STATUS field shows WT#PI rather than WT-PI.

For more information about data capture exits, see the IBM System
Administration Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issuesa DB2 call.

STC (JOB) The online region started task name (or job name).

TRAN If the application program is message driven, this field shows the transaction
code being processed by the region.

TYPE Region type:

BMP
BMP-IMP

BMP-OTM

BMP-WFI
DBT

FPU

JBP

JMP

Batch message processing region

Batch message processing region currently executing an implicit
APPC/IMS transaction

Batch message processing region currently executing an OTMA
transaction

Wait-for-input BMP

DBCTL CICS thread

Fast Path utility region

Java batch message processing region
Java message processing region
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JMP-IMP Java message processing region currently executing an implicit
APPC/IMS transaction

JMP-OTM Java message processing region currently executing an OTMA

transaction
JMP-WHFI Wait-for-input IMP
MDP M essage-driven Fast Path region
MPP M essage processing region

MPP-IMP M essage processing region currently executing an implicit
APPC/IMS transaction

MPP-OTM M essage processing region currently executing an OTMA

transaction
MPP-WFI Wait-for-input MPP
NDP Non-message-driven Fast Path region
obB DBCTL ODBA thread
TPI M essage processing region currently executing an explicit CPI-C
program
Area 2
---------- LOCK-====-=-=—-————— -STATE- --COUNT--
DATABASE DCB/AREA RBA/TYPE F G CUR REQ HOLD WAIT
------ WAITING FOR( ~ 34.6 MINUTES)----——-—--—-——=———=——HOLDERS-===—=————————— -
CUSTHDAM 1 00001000 SHR EXC 2 3* 004-1MSMSGO4 005- IMSMSGO5

This area shows locked resources that this region is waiting for, lock state, atotal count of the
lock’s concurrent holders or waiters, and the holders of the locked resources. The descriptions
are arranged in alphabetical order.

COUNT
The total number of concurrent holders or waiters for the lock.
HOLD The total number of concurrent holders of the lock.
WAIT The total number of concurrent waiters on the lock.
LOCK
Resource waited on or held.
DATABASE
Database name.
DCB/AREA
DCB number of afull function DL/I database data set or the areaname for a
Fast Path DEDB.
F
Fast Path indicator:
blank Non-Fast Path lock
B B-lock for share level greater than 2, DS-BUSY, DATASET,
and COMMAND
F Fast Path lock
N Non-updatable Fast Path Arealock
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P P-lock for share level greater than 2, EXTEND, and BID

G
Global indicator:
blank Local lock
G Global lock
RBA/TYPE

In case of an RID (record lock) or BID (block lock), thisfield contains an identifier
IMS usesto control accessto the resource. The rules IM S uses to construct the ID are
listed below to help in problem determination.

FP DEDB
The ID isthe high-order three bytes of the RBA of the VSAM control
interval containing the segment.

FP MSDB
The ID isthe address of the segment prefix in the IMS control region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change eachtime IMS
is started.

HDAM OSAM
The ID isthe RBA of the block containing the segment.

Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(X~407) of the high order byte isturned on.

VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS
If the key isfour bytes or less, the ID is the actual key. Otherwise, theID is
the hashed key, using the algorithm in DFSHASHO.

There are many types of locks to serialize various resources. The most common ones
areblock lock (BID) and record lock (RID). Block lock is used to serialize the update
to ablock or ClI. Record lock is used to deny access to uncommitted data. In some
cases, this service uses resource |D values that do not represent arelative byte
address. In these cases, the following text is displayed in place of the actua ID:

COMMAND
Used for global commands, IDENTIFY to IRLM, or IRLM NOTIFY.

DATASET
Used at data set open for buffer invalidation notifies.

DS-BUSY
Data set busy. Used to ensure no ClI or CA split during aread.

EXTEND
Used to serialize a data set extension.
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The following locks are Fast Path only:

AREA
Used by Fast Path to lock an entire area. Thisis used mostly during /STOP
AREA processing and XRF takeovers.
BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only one region at atime to
use the overflow buffers, so it uses program isolation to serialize the process.
DUMMY
Force release of all global locks.
NONDBRC

Database is not registered with DBRC.

STATE
State of the lock.

CUR Current state of the lock.
REQ State of the lock requested by this region, which can be:

EXC Exclusive

RO Read-only

SHR Share

UNK Unknown (lock state in transition)
UPD Update

HOLDERS
Identifies the first two holders of the lock on aresource as:

*NNN = XXXXXXXX Online IMS region of another local IMS using the same
IRLM, where to another IMS, nnn is the region number, and
XXXXXXXX is the region name.

NNN - XXXXXXXX OnlineIMSregion of thetarget IMS, where nnn isthe region
number and xxxxxxxx is the region name.

L - XXXXXXXX Local DL/I batch or CICSloca DL/l job using the same
IRLM, where xxxxxxxx is the name of the job or started
task.

S - XXXXXXXX IMS internal process, where Xxxxxxxxx isthe internal task

field name; for example, XFP for Fast Path internal task.
X = XXXXXXXX Onlineor batch IMS on apartner IRLM, where XXxXxxxxx is

the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.
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WAITING FOR

| dentifies the locked resource (see LOCK description) that this region is waiting for,
the lock state (see STATE description), and a count (see COUNT description) of the
holders of that resource. If thereisalock, it is highlighted. If the region is not waiting
for alock, this area of the display is not shown.

---------- LOCK==—=———————————— _STATE- --COUNT--
DATABASE DCB/AREA RBA/TYPE F G CUR REQ HOLD WAIT

—————— HOLDING-—-=-=-=m—mmmmmmm e e e o e o m— =~~~ ONGEST WAITER---MINUTES--
CUSTHDAM 1 00002000 F G SHR SHR 10 1  003-IMSMSGO3 34.5
END OF DATA

This area shows the locked resources held by aregion, the lock state, atotal count of the lock’s
concurrent holders or waiters, and the waiters for those |ocked resources. The descriptions are
arranged in a phabetical order.

HOLDING

Shows ascrollable list of the locked resources, as described for “Area 2" above
(see LOCK, STATE, and COUNT), held by this region. The locked resources are
displayed in aphabetical order.

WAITERS

I dentifies the first two waiters for that locked resource as;

*NNN = XXXXXXXX Online IMS region of another local IMS using the same
IRLM, where to another IMS, nnn is the region number, and
XXXXXXXX is the region name.

NNN - XXXXXXXX OnlineIMSregion of thetarget IMS, where nnn isthe region
number and Xxxxxxxx is the region name.

L - XXXXXXXX Local DL/I batch or CICSloca DL/l job using the same
IRLM, where xxxxxxxx is the name of the job or started
task.

S - XXXXXXXX IMS internal process, where Xxxxxxxxx isthe internal task

field name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXxXX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.
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IRLM - IRLM IMS Status (IRLM 2.1 and Later)

BMC SOFTWARE —————————mmomme IRLM IMS STATUS —--————mmmmmmmem PERFORMANCE MGMT
SERV ==> IRLM INPUT 14:16:10 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> LINE 1 OF 19 SCROLL=> CSR
SSID: IR21(001) REL: 210 IRLM CONTENTION IMS WAIT COUNT........... 0
PCOXMEM) -« ceee e e NO LOCAL -« e eeeeeeeanes 0
SCOPE. . v, LOCAL GLOBAL. - - veennnn. 0 REQUEST COUNTERS:
GROUP. . ceeeeeeaaeens N/A REAL. . eeeeaanen 0 LOCAL LOCK. - ueeenne.. 3
LOCK TBL.uuceeaeceann N/A FALSE SLM.......... 0 GLOBAL LOCK. . -©.un--.. 26
OSAM TBL. .« eeeeanenns N/A FALSE IRLM......... o UNLOCK . - e oo eeeceeas 24
VSAM TBL. e e eeeeeaeens N/A CHANGE . -« e e e eee e 0
EXIT ROUTINES CALLED: SENT TO SLM. . .onooenn.. 0
IRLM STATUS: SUSPEND- - < e ceeaae .. 80 SYNC NOTIFY......
INTERNAL TRACE NOT ACITVE RESUME.............. 80  ASYNC NOTIFY.....
STATUS. - eee e o XCF NOTIFY.......
NOTHFY oo 0  VERIFY......o....
DEADLOCK. - - v eoeeenn s o PURGE. . ..........
QUERY. .o weuuenn..
TAKEOVER. - . ......
IMS STATUS: TYPE:
NORMAL UPDATE
SHARE
END OF DISPLAY

Description: The IRLM service shows statistics and status information from the
IRLM to which thetarget IMSisidentified. Request counters, IMS wait
counts, and status are for the target IMS only. IRLM contention and exit
routine counts are for al IMSs using this IRLM.

Select Code: IRLM
Parameter: None
Scrolling: Thisdisplay is scrollable.

Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1

SSID: IR21(001) REL: 210

PCOMEM) - oo e NO
SCOPE. « e ceeceeceaee. LOCAL
GROUP. o ceeeeeeeeeens N/A
LOCK TBL. . ceecmeen-. N/A
OSAM TBL. - ceeeene. N/A
VSAM TBL. .o oeeeene .. N/A

This area shows IRLM statistics. The descriptions are arranged in alphabetical order.

GROUP
Name of the data sharing group this IRLM is a member of.

LOCK TBL
Name of the XES lock structure used by this data sharing group.
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OSAM TBL
Name of the OSAM cache structure used by this data sharing group.

PC(XMEM)
YES or NO (specified in DXRJIPROC) defines whether IRLM uses the cross-memory
program call (PC) service.

REL:
IRLM release number (for example, 210).
SCOPE
Specified in DXRJIPROC.
LOCAL
Indicates that IRLM can be used only as the local lock manager (all sharing
subsystems must use the same IRLM on the same 0S/390).
GLOBAL
Indicates that the IRLM can participate with other IRLMsin an
intraprocessor or interprocessor environment.
SSID:
IRLM subsystem name and ID (specified in the IRLM startup procedure DXRJIJPROC
with the parameters IRLMNM and IRLMID).
VSAM TBL
Name of the VSAM cache structure used by this data sharing group.
Area 2

IRLM CONTENTION

LOCAL. w e ee e a 0
GLOBAL. .coveaa et 0
REAL. weeeeee et 0
FALSE SIM.......... 0
FALSE IRLM......... 0

Thefieldsin this area show the amount and type of contention the IMSs using this IRLM have
experienced since this IRLM was started. The contention counts are based solely on the
number of suspended or rejected lock requests that originated from IM S subsystems using this
IRLM. Suspended requests made to other IRLMsin the data sharing group are not included in
these numbers, even when the cause of the contention may be a holder of aresource using this
IRLM.

The descriptions are arranged in alphabetical order.

GLOBAL
A request to this IRLM for aglobal resource. A global resourceis ashared level 2 or
3 database.

FALSE IRLM
Number of times aglobal request to this IRLM was granted by IRLM after
SLM indicated contention. Thisis the longest code path length to grant a
global request.
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FALSE SLM
Number of times aglobal request to this IRLM was granted by SLM after
the lock table indicated contention. If the lock table istoo small, many
resources share the same entry in the lock table.

REAL
Number of times arequest to thisIRLM for aglobal resource was suspended
or rejected because of contention with another request to thisIRLM or
another IRLM in the IMSPLEX.

LOCAL
Number of times areguest to this IRLM for alocal resource was suspended or
rejected because of contention with another request to thisIRLM.
Area 3
IMS WAIT COUNT.....ooenn. 0
REQUEST COUNTERS:
LOCAL LOCK. +cvucennnnn 3
GLOBAL LOCK. - wucuuenn- 26
V] Moo 24
CHANGE. . v e e ceaaeane 0
SENT TO SLM_wucennenn-. 0
SYNC NOTIFY...ovuuenn-. 1
ASYNC NOTIFY...ovuoonn. 0
XCF NOTIFY. . ..ocuoenn-. 0
VERIFY tii et 0
PURGE .+ « v e ceeeeaean e 0
QUERY -+ ceeeeeaaeeae 0
TAKEOVER . -« v e veceeaeans 0

This area shows the number of requests from the target IMS to thisIRLM. Thefirst field is:

IMSWAIT COUNT
Number of IMS regions or threads in the target IMS waiting for an IRLM request to
be granted.

The following descriptions for REQUEST COUNTERS are in al phabetical order.

ASYNC NOTIFY
Number of asynchronous notifies from this subsystem to other subsystems. Database
buffer invalidate, data set extension, and 1/O errors are examples of when
asynchronous notifies are sent.

CHANGE
Number of lock state change requests by this subsystem.

GLOBAL LOCK
Number of requests for global resource locks.

LOCAL LOCK
Number of requests for local resource locks.
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PURGE
Number of times this subsystem requested IRLM to purgeitslocks or responded to an
IRLM status exit.

QUERY
Number of query requests by this subsystem.

SENT TO SLM
Number of lock, unlock, and change requests sent to SLM.

SYNC NOTIFY
Number of synchronous notify requests by this subsystem.

TAKEOVER
Number of XRF backup requests to take over processing.

UNLOCK
Number of resource unlock requests by this subsystem.

VERIFY
Number of times this subsystem requested IRLM to verify the status of other
subsystems with which it shares databases.

XCF NOTIFY
Number of notifies that required X CF (cross system coupling facility)
communication.

Area 4

IRLM STATUS:
INTERNAL TRACE NOT ACTIVE

This area shows the status of this IRLM. The descriptions are arranged in alphabetical order.
The following status messages can be displayed:

DISCONNECTED FROM GROUP
ThisIRLM isdisconnected from the global sharing group.

GLOBAL CONNECTION COMPLT
Connection to global sharing environment compl eted.

GLOBAL INIT IN PROGRESS
Initialization of global sharing environment started.

GLOBAL TERM IN PROGRESS
Termination of global sharing environment started.

INTERNAL TRACE (NOT) ACTIVE
Internal traceis (not) active. This status always appears.
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Area 5

EXIT ROUTINES CALLED:

SUSPEND. < v veeeea oo 0
RESUME. . ... ... ..., 0
STATUS. . i 0
NOTIFY .o a 0
DEADLOCK. ... ... ...... 0

This area shows the number of times an exit routine is called by thisIRLM for any IMS.
The descriptions are arranged in alphabetical order.

DEADLOCK
Thisexit is entered by IRLM during a deadlock detection cycleif an IMSisinvolved
in adeadlock. DFSDLK X0 calculates a worth value for each of its work units
involved in the deadlock. IRLM then uses the value to select a candidate to break the
deadlock.

NOTIFY
IRLM drivesthe notify exit to provide notification of certain events. For IMS, it calls
DFSNOTXO0 to handle these events. An example of an event requiring notification is
data set extension by another IMS.

RESUME
IRLM callsthe resume exit when awork unit can accessthe lock it iswaiting for. For
IMS, it calls DFSRESXO0 to |POST the work unit (ITASK) out of IWAIT.

STATUS
IRLM drivesthe status exit when it is told about a communication failure or a system
failure of the partner IRLM.

SUSPEND
IRLM calls the suspend exit when awork unit must wait for alock. For IMS, it cals
DFSSUSXO0 to IWAIT the work unit (ITASK).

Area 6

IMS STATUS:
NORMAL

This area showsthe status of the target IMS in response to the activity of its partner IRLM. The
descriptions are arranged in al phabetical order.

NORMAL
ThisIMSisin anormal state which can be qualified if any of the other status
messages appear.

ONLY ALLOW QUIT
No other request for thisIMS is accepted except quit.

PURGE REQUIRED

QUIT HELD=RETAIN was issued to keep al the locks held by thisIMS. A purgeis
required to release the locks.
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QUIT ISSUED
A quit was issued for this IMS. Any work unit still in progress within thisIMSis
cancelled. All locks held by thisIMS are released if HELD=RELEASE isissued or
retained if HELD=RETAIN isissued. Thisinformation also is sent to the other IRLM in
the data sharing group to update its ISL (Identified Subsystem List).

SUBSYSLOCKS RETAINED

A QUIT HELD=RETAIN wasissued for thisIMSto stop all of itswork in progress but

to keep all itslocks. Thisis usually an abnormal state (something is wrong with this
IMS or itsrelated IRLM).

Area 7

TYPE:
UPDATE
SHARE

This area displaysthe type of data sharing that this IMS does. The descriptions are arranged in
alphabetical order.

NO SHARE
IMS does not share its databases with other IM S environments.

READ ONLY
IMS can only read its databases.

SHARE
IMS shares its databases with other IM S environments.

UPDATE
IMS can update its databases.
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IRLMG - IRLM GLOBAL STATUS (IRLM 2.1 and Later)

PARM ==>

BMC SOFTWARE
SERV ==> IRLMG INPUT

SSID: 1R21(001) REL: 210 IRLM CONTENTION COUNTS:

PCOXMEM) - ool YES LOCAL. .o o 0 LOCAL LOCK. .. ..ooaao.. 0
SCOPE. v veeeeea e GLOBAL GLOBAL. . v eeeee e eaa 0 GLOBAL LOCK............ 2
GROUP. ...t IMSNWAY REAL. ..ot 0 UNLOCK. oo e e aas 0
LOCK TBL....IMS_LOCKTABO1 FALSE SLM.......... 0 CHANGE. ... ... ... 0
OSAM TBL -...IMS_OSAMO1 FALSE IRLM......... 0 SENT TO SIM............ 2
VSAM TBL . ...IMS_VSAMO1 SYNC NOTIFY............ 0
EXIT ROUTINES CALLED: ASYNC NOTIFY........... 0

IRLM STATUS: SUSPEND. ... ... ...... 2 XCF NOTIFY. .. oot 0
GLOBAL CONNECTION CMPLT RESUME. . ..ot 2 VERIFY. . o 0
INTERNAL TRACE NOT ACTIVE STATUS............... 0 PURGE. ... .o 0
NOTIFY . oot 0 QUERY. .. .o 0

DEADLOCK. . .. ..o o.. 0 TAKEOVER. . oo e e oo 0

DEADLOCK PARMS. . ..(5S,1)

--------------- IRLM GLOBAL STATUS —---——————————PERFORMANCE MGMT
14:16:17 INTVL=> 3 LOG=> N TGT==> IMSA
LINE 1 OF 31 SCROLL=> CSR

LOCAL IMS REQUEST COUNTS:

CURRENT LOCK STRUCTURE:

LOCAL. ... 0 TOTAL. oo e 8 REQUESTS/SLOT. . oo veon .. (0]
GLOBAL. o eweeeacnnnn. 0 CONTENTION DELAY....0%  SLOTS USED.-ecvucnn--.. 0
MAXCSA PARM....3,072,000 FALSE CONT. DELAY...0% RECORD AREA USAGE..... 0%
CURRENT........ 183,296 SERVICE DELAY....... 0%
HIGHEST........ 183,296
IDENTIFIED SUBSYSTEMS
SUBSYSID STATE TYPE INTENT OTHER STATUS IRLM 1D
X19H ACTIVE ONLINE UPDATE NORMAL 001
PRIMARY  LOCAL SHARE
Y19H ACTIVE REMOTE UPDATE NORMAL 002
PRIMARY  LOCAL SHARE
END OF DISPLAY
Description: The IRLMG service shows statistics and status information from the
IRLM to which the target IMS isidentified. It includes information
related to all subsystems using thisIRLM. It also shows the status of all
IMS subsystems in the IMSPLEX (N-way sharing group) and which
IRLM they use.
Select Code: IRLMG
Parameter: None
Scralling: Thisdisplay is scrollable.
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Field Descriptions: Each of the fieldsis shown and described below by display area.

Area 1

SSID: 1R21(001) REL: 210

PCOXMEM) -« ceee e e et YES
SCOPE. .. cieeennnn. GLOBAL
GROUP. . eeeeeenn IMSNWAY
LOCK TBL. ... IMS_LOCKTABO1
OSAM TBL....... IMS_OSAMO1
VSAM TBL....... IMS_VSAMO1

This area shows IRLM statistics. The descriptions are arranged in alphabetical order.

GROUP
Name of the data sharing group this IRLM is a member of.

LOCK TBL
Name of the XES lock structure used by this data sharing group.

OSAM TBL
Name of the OSAM cache structure used by this data sharing group.

PC(XMEM)
Y ES or NO (specified in DXRJIPROC) defines whether IRLM uses the cross-memory
program call (PC) service.

REL:
IRLM release number (for example, 210).
SCOPE
Specified in DXRJIJPROC.
LOCAL
Indicates that IRLM can be used only as the local lock manager (all sharing
subsystems must use the same IRLM on the same 0S/390).
GLOBAL
Indicates that the IRLM can participate with other IRLMsin an
intraprocessor or interprocessor environment.
SSID:
IRLM subsystem name and ID (specified in the IRLM startup procedure DXRJIJPROC
with the parameters IRLMNM and IRLMID).
VSAM TBL

Name of the VSAM cache structure used by this data sharing group.
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Area 2

IRLM CONTENTION COUNTS:

LOCAL. o oo ie e o 0
GLOBAL. «vveeeeeeee e 0
REAL. oot 0
FALSE SIM.......... 0
FALSE IRLM......... 0

Thefieldsin this area show the amount and type of contention the IMSs using this IRLM have
experienced since this IRLM was started. The contention counts are based solely on the
number of suspended or rejected lock requests that originated from IM S subsystems using this
IRLM. Suspended requests made to other IRLMs in the data sharing group are not included in
these numbers, even when the cause of the contention may be a holder of aresource using this
IRLM.

The descriptions are arranged in alphabetical order.

GLOBAL
A request to this IRLM for aglobal resource. A global resourceis a shared level 2 or
3 database.
FALSE IRLM
Number of times aglobal request to this IRLM was granted by IRLM after
SLM indicated contention. Thisis the longest code path length to grant a
global request.
FALSE SLM
Number of times aglobal request to this IRLM was granted by SLM after
the lock table indicated contention. If the lock table istoo small, many
resources share the same entry in the lock table.
REAL
Number of times arequest to thisIRLM for aglobal resource was suspended
or rejected because of contention with another request to this IRLM or
another IRLM in the IMSPLEX.
LOCAL

Number of times arequest to this IRLM for alocal resource was suspended or
rejected because of contention with another request to this IRLM.
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Area 3
LOCAL IMS REQUEST COUNTS:
LOCAL LOCK...ccoeoaaann 0
GLOBAL LOCK. . ccvecean-- 2
UNLOCK .« oo e i i i i eea e 0
CHANGE . . .. .o 0
SENT TO SLM. ..o 2
SYNC NOTIFY. . ouoooon-. 0
ASYNC NOTIFY........... 0
XCF NOTIFY. .. oooeaoo.. 0
VERIFY .o i it 0
PURGE. ..o iieaan 0
QUERY . ..ot 0
TAKEOVER. . v oo oot 0

This area showsthe number of requests from any subsystem (IMS or CICSfor example) to this
IRLM.

The following descriptions for REQUEST COUNTS arein alphabetical order.

ASYNC NOTIFY
Number of asynchronous notifies from this subsystem to other subsystems. Database
buffer invalidate, data set extension, and |/O errors are examples of when
asynchronous notifies are sent.

CHANGE
Number of lock state change requests by this subsystem.

GLOBAL LOCK
Number of requests for global resource locks.

LOCAL LOCK
Number of requests for local resource locks.

PURGE
Number of times this subsystem requested IRLM to purgeitslocks or responded to an
IRLM status exit.

QUERY
Number of query requests by this subsystem.

SENT TO SLM
Number of lock, unlock, and change requests sent to SLM.

SYNC NOTIFY
Number of synchronous notify requests by this subsystem.

TAKEOVER
Number of XRF backup requests to take over processing.

UNLOCK
Number of resource unlock requests by this subsystem.

VERIFY
Number of times this subsystem requested IRLM to verify the status of other
subsystems with which it shares databases.
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XCF NOTIFY

Number of notifies that required X CF (cross system coupling facility)
communication.

Area 4

IRLM STATUS:
GLOBAL CONNECTION COMPLT
INTERNAL TRACE NOT ACTIVE

This area shows the status of this IRLM. The descriptions are arranged in alphabetical order.
The following status messages can be displayed:

DISCONNECTED FROM GROUP
ThisIRLM isdisconnected from the global sharing group.

GLOBAL CONNECTION COMPLT
Connection to global sharing environment compl eted.

GLOBAL INIT IN PROGRESS
Initialization of global sharing environment started.

GLOBAL TERM IN PROGRESS
Termination of global sharing environment started.

INTERNAL TRACE (NOT) ACTIVE
Internal traceis (not) active. This status always appears.

Area 5

EXIT ROUTINES CALLED:

SUSPEND. .o vveeaa oot 2
RESUME. ... ... ........ 2
STATUS. < e - 0
NOTIFY . oot 0
DEADLOCK. . ... eaa.n 0

This area shows the number of times an exit routine is called by thisIRLM for any IMS.
The descriptions are arranged in alphabetical order.

DEADLOCK
Thisexit is entered by IRLM during a deadlock detection cycleif an IMSisinvolved
in adeadlock. DFSDLKXO calculates a worth value for each of its work units

involved in the deadlock. IRLM then uses the value to select a candidate to break the
deadlock.

NOTIFY

IRLM drivesthe notify exit to provide notification of certain events. For IMS, it calls
DFSNOTXO0 to handle these events. An example of an event requiring notification is
data set extension by another IMS.
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RESUME
IRLM callsthe resume exit when awork unit can accessthe lock it iswaiting for. For
IMS, it calls DFSRESXO to IPOST the work unit (ITASK) out of IWAIT.

STATUS

IRLM drivesthe status exit when it is told about a communication failure or a system
failure of the partner IRLM.

SUSPEND
IRLM callsthe suspend exit when awork unit must wait for alock. For IMS, it calls
DFSSUSXO0 to IWAIT the work unit (ITASK).

Area 6

DEADLOCK PARMS..... (5S,1)
LOCAL . - eecea e et 0
GLOBAL. ... cieea.. 0

This area provides deadlock mode statistics. The descriptions are arranged in alphabetical
order.

DEADLOCK
The first number is the time in seconds between IRLM local deadlock cycles. The
second number represents the number of local deadlock cycles before global deadlock
detection is performed (defined in DEADLOCK of DXRJPROC).

GLOBAL
Total number of global deadlocks.

LOCAL
Total number of local deadlocks.

Area 7

MAXCSA PARM....3,072,000
CURRENT. ....... 183,296
HIGHEST........ 183,296

This area shows CSA/ECSA usage by IRLM. The descriptions are arranged in alphabetical
order.

CURRENT
Current CSA/ECSA usage.

HIGHEST
CSA/ECSA usage high-water mark.

MAXCSA PARM
Maximum amount of CSA/ECSA that the IRLM can use for its dynamic control
blocks (specified in MAXCSA of DXRJIPROC).
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CURRENT XES REQUESTS: CURRENT LOCK STRUCTURE:
TOTAL. oo o 8 REQUESTS/SLOT. ......... 0
CONTENTION DELAY....0% SLOTS USED............. 0
FALSE CONT. DELAY...0% RECORD AREA USAGE..... 0%
SERVICE DELAY....... 0%

This area shows information about current requests made to the XES locking structure by
members of the IMS n-way sharing group. It also shows information about lock structure
usage and capacity.

CURRENT XES REQUESTS:
The following descriptions are arranged in al phabetical order:

CONTENTION DELAY
Percentage of current requests not granted immediately because of contention for the
resource.

—— Tuning Tip

To reduce high contention delay, eval uate the application workload to determine if
job scheduling can be altered to reduce contention between jobs. Application
redesign may be necessary.

FALSE CONT. DELAY
Percentage of current requests not granted immediately because of false contention.
This occurs when more than one resource hashes to the same lock table slot.

—— Tuning Tip

False contention causes increased locking overhead and should be minimized.
Increasing the size of the lock structure alows for more slots, thus reducing false
contentions.

SERVICE DELAY
Percentage of current requests not granted immediately because of internal XES
service delays.

TOTAL
Total number of requests currently registered in the lock structure. Thisincludes
requests granted (lock is still held) or suspended (lock request not granted).

CURRENT LOCK STRUCTURE:
The following descriptions are arranged in a phabetical order.

RECORD AREA USAGE
Percentage of available lock structure capacity currently in use by the sharing group.
As the percentage in use reaches certain thresholds, data sharing capabilities are
restricted. See IRLM message, DXR142I, in the IMS Messages and Codes manual
provided by IBM.
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REQUESTS/SLOT
Ratio of current requests to number of lock table slots that are allocated.

SLOTSUSED
Number of lock table slots that currently have a resource mapped to them.

Area 9
IDENTIFIED SUBSYSTEMS
SUBSYSID STATE TYPE INTENT OTHER STATUS IRLM 1D
X19H ACTIVE ONLINE UPDATE NORMAL 001
PRIMARY LOCAL SHARE NORMAL
Y19H ACTIVE REMOTE UPDATE NORMAL 002
PRIMARY SHARE
END OF DISPLAY

This area shows the subsystems that have identified themselvesto IRLM. The description are
arranged in a phabetical order.

INTENT
The subsystem data sharing intent:

NO SHARE|SHARE
The subsystem either participates in data sharing or does not participate.

READ ONLY|UPDATE
The subsystem intent is update or read only.

IRLM ID
ID of the IRLM to which this subsystem isidentified. It is a unique value across the
N-way sharing group.

OTHER STATUS
Other subsystem status indicators:

NORMAL
Subsystem state is normal and none of the following occur.

PURGE ISSUED
Subsystem issued a PURGE to release all locks.

QUIT ISSUED
Subsystem issued a quit to stop all of itswork in progress.

SUBSYS LOCKS RETAINED
A quit was issued with HELD=RETAIN to keep all of itslocks on updated but
uncommitted data.

STATE
State of the subsystem:

ACTIVE|INACTIVE
Subsystem is active or inactive.

BACKUP|PRIMARY
Subsystem is the primary or the backup in the XRF complex. A non-XRF
subsystem also is considered primary.
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SUBSYSID
Subsystem name. For online IMS or DB2, this is the 4-byte subsystem ID. For IMS
batch and CICSloca DL/I, thisisthe jobname or started task name.

TYPE
Subsystem type:

BATCH
Subsystem is IM S batch (including CICS local DL/I).

DB2
Subsystem is DB2.

LOCAL
Subsystem is connected to this IRLM (local).

ONLINE
Subsystem is an IM S online system.

REMOTE
Subsystem is connected to its partner IRLM (IMS block level sharing only).
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LCRES - IRLM Lock Contention by Resource (IRLM 2.1)

BMC SOFTWARE —----—---———- IRLM LOCK CONT BY RESRC ---—--——---- PERFORMANCE MGMT
SERV ===> LCRES INPUT  16:56:54 INTVL=> 3 LOG>=N  TGT==> IMSA
PARM ===> LINE 1 OF 1 SCROLL=> CSR
EXPAND: LINESEL(DETAIL)
—————————— LOCK-======--—-————= CUR WAIT —----LONGEST WAIT----—-
DATABASE DCB/AREA RBA/TYPE F G STA HOLDERS CNT WAITER MINUTES
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 3 002-116XBMPW 21.2
END OF DATA
Description: The LCRES service locates the partner IRLM of the target IMS. It then

locates, identifies, and displays alist of the locks related to the target
IMS that arein lock contention (being waited for).

L CRES reports only lock wait conditions for requests that originated
from an IMS identified to the same IRLM as thetarget IMS. If one of
thelocal IMSsiswaiting on alock held by an external IMS, LCRES
indicates that the lock is held externally, but does not provide any
information about the holder.

Select Code: LCRES
Parameter: None
Expand: You can use the cursor to select a pop-up scrollable window, which lists

the work units in contention for the selected lock.
Scralling: Thelist of locksis scrollable.

Field Descriptions: Each of the fieldsis shown and described below. The descriptions are
arranged in aphabetical order.

CUR STA
Current state of the lock. The state can be;

EXC Exclusive

RO Read-only

SHR Share

UNK Unknown (lock state in transition)
UPD Update

HOLDERS
I dentifies the holder of the lock on aresource as:

*NNN = XXXXXXXX Online IMSregion of another local IMS using the same IRLM,
whereto another IMS, nnn isthe region number, and XXXXXXXX
isthe region name.

NNN - XXXXXXXX Online IMS region of thetarget IMS, where nnn is the region
number and XxXxXxXxxxx is the region name.
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L - XXXXXXXX Local DL/I batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started task.

S - XXXXXXXX IMS internal process, where xxxxxxxx istheinternal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXXX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.

X - UNKNOWN The holder is not known to this IRLM. The holder isidentified
to another IRLM (IRLM 2.1 or later).

If the lock is being held by more than one region, the count of the holdersis shown.

LOCK

Resource waited on or held.

DATABASE
Database name.

DCB/AREA
DCB number of afull function DL/ database data set or the areaname for a
Fast Path DEDB.

F
Fast Path indicator:
blank Non-Fast Path lock
B B-lock for share level greater than 2, DS-BUSY, DATASET,

and COMMAND

F Fast Path lock
N Non-updatable Fast Path arealock
P P-lock for share level greater than 2, EXTEND, and BID

G
Global indicator:
blank Local lock
G Global lock

RBA/TYPE

In case of an RID (record lock) or BID (block lock), thisfield contains an identifier
IMS usesto control accessto the resource. The rules IM S uses to construct the ID are
listed below to help in problem determination.

FP DEDB
The ID isthe high-order three bytes of the RBA of the VSAM control
interval containing the segment.

FPMSDB
The ID isthe address of the segment prefix in the IMS control region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change eachtime IMS
is started.
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HDAM OSAM
The ID isthe RBA of the block containing the segment.

Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(X~407) of the high order byte isturned on.

VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS
If the key isfour bytes or less, the ID is the actual key. Otherwise, the ID is
the hashed key, using the algorithm in DFSHA SHO.

There are many types of locks to serialize various resources. The most common ones
areblock lock (BID) and record lock (RID). Block lock is used to serialize the update
to ablock or CI. Record lock is used to deny access to uncommitted data. In some
cases, this service uses resource |D values that do not represent arelative byte
address. In these cases, the following text is displayed in place of the actua ID:

COMMAND
Used for global commands, IDENTIFY to IRLM, or IRLM NOTIFY.

DATASET
Used at data set open for buffer invalidation notifies.

DS-BUSY
Data set busy. Used to ensure no ClI or CA split during aread.

EXTEND
Used to serialize a data set extension.

The following locks are Fast Path only:

AREA
Used by Fast Path to lock an entire area. Thisis used mostly during /STOP
AREA processing and XRF takeovers.
BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only oneregion at atimeto
use the overflow buffers, so it uses program isolation to serialize the process.
DUMMY
Force release of all global locks.
NONDBRC

Database is not registered with DBRC.
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-LONGEST WAIT-

WAITER

I dentifies the waiter waiting the longest number of minutes for a suspended lock on
this resource. This does not include waitersin IM S subsystems that are identified to
another IRLM. The waiter isidentified as:

*ANN - XXXXXXXX Online IMSregion of another local IMS using the same IRLM,
whereto another IMS, nnn isthe region number, and XXXXXXXX
isthe region name.

NNN - XXXXXXXX Online IMS region of thetarget IMS, where nnn is the region
number and XxXXXxxxX is the region name.

L - XXXXXXXX Local DL/I batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started task.

S - XXXXXXXX IMS internal process, where xxxxxxxx istheinternal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXxX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.

MINUTES

Number of minutes the lock request has been suspended.

WAIT CNT

Total number of waiters on the lock. This does not include waitersin IMS subsystems
identified to another IRLM.

Selected L ock Pop-Up

BMC SOFTWARE ——-——————mmm IRLM LOCK CONT BY RESRC —--——-m-—-mm PERFORMANCE MGMT
SERV ===> LCRES INPUT  16:56:54 INTVL=> 3 LOG>=N TGT==> IMSA
PARM ===> LINE 1 OF 1 SCROLL=> CSR
---------- LOCK-=-=—————————————CUR WAIT ---—-LONGEST WAIT------
DATABASE DCB/AREA RBA/TYPE F G STA  HOLDERS  CNT  WAITER MINUTES
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 3 002-116XBMPW 21.2
——————————— HOLDERS———————————————— ——————WAITERS----—-—————REQ--- WAIT-
RGN T STC/JOB PSB STATUS RGN T STC/JOB PSB STAT MINUTES
003 B I116XBMPW PTESTO1 ACTV-USR 002 B 116XMPBW PTESTO2 UPD 21.2
004 B 116XMPBW PTESTO4 UPD 1.3
END OF DATA

This pop-up shows the work unitsin contention for the selected lock. It isan EXPAND of a
lock by cursor selection from the LCRES service.
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HOLDERS

Lists al the holders of the lock on IMSs identified to this IRLM.

PSB
Program specification block being processed in the online IMS region. This
is unknown when the holder isidentified to another IRLM.

RGN

Region (PST) number of the online IMS region; otherwise, the field is left

blank. The region number is prefixed by an * character if the region belongs

to another IMS.
STATUS

Region status:

Note:  Thisisaways unknown when the holder isan IMS identified to

another IRLM.

ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.

ACTV-DB2 Activein DB2 (Event Collector must be active).

ACTV-DBR Region activein DBRC.

ACTV-DLI Region activein DL/I.

ACTV-MQS Region active in MQSeries (Event Collector must be
active).

ACTV-SCH Region active in nonspecific CREATE THREAD process.

ACTV-USR Region active in the application program.

IDLE Region waiting for non-WFI input to process.

IDLE-HOT Pseudo-WFI region waiting for input from the same
transaction.

IDLE-WFI Region waiting for WFI or Fast Path BALG input to
process.

INACTIVE Region defined but not started (not yet signed on).
Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.
For DBCTL, IMS preallocates threads (DBTS) up to the
MINTHREAD specified value before they are actually
needed. These DBTswill have an INACTIVE status. For
other region types, this status should be displayed only
briefly, until the region completes the first CREATE
THREAD.

OPENING Region in first CREATE THREAD process.
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SCH-BLR

SCH-BLKM

SCHDULE

TERMINAT

WAIT-AQI

WAIT-BKO

WAIT-BLKM

WAIT-BML

WAIT-DLI

WAIT-INT

WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).

Region in scheduling (CREATE THREAD).

Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call
with the wait option and DFSAOEQO has no message to
return to it at that time.

Region currently in wait, but dynamic backout in progress.

Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

Note:  The block mover latch comprises several smaller

latches. To find which BML latch aregionis
waiting for, use the LATCH service.
Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.
Region waiting for alatch with IMS latch ID of xxxx.
For more information see “LATCH - Latch Summary” on

page 272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB poal).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IMS dispatcher.
Region waiting for asynchronous notify(s) to complete
(IRLM must be active). An asynchronous notify could be
buffer invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
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WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

WTF-OBA

WTF-OCL

WTF-RSL

WTF-SEG

WTF-SYNC

Region waiting for PSB pool.
Region waiting for PSBW pool.

Region waiting in a nonspecific CREATE THREAD
process.

Region waiting in VSAM.

Region waiting in Fast Path for ADSC directory latch
(DEDB area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.

Region waiting in Fast Path for DMAC sharelatch (DEDB
area).

Region waiting in Fast Path for DMAC synchronization
latch (DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path
command) latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A #character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data
propagation and site requirements) instead of the application
program. For example, if adata capture exit made a request that is
waiting for a program isolation lock, the STATUS field shows
WT#PI rather than WT-PI. For more information about data
capture exits, see the IBM System Administration Guide
publication.

The Event Collector must be active to obtain the data capture exit
status when the exit issuesaDB2 call.

STC/JOB

Name of the job or started task. Thisis unknown when the holder is
identified to another IRLM. For an IMS internal task, thisisthe 3-byte field
task ID (for example, XFP for Fast Path internal task).
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Region type. Possible types:

B

X 4w =z 1o

WAITERS

Batch message processing (BMP) or Java batch message processing
(JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

Local batch IMSregion

Message processing (MPP) or Java message processing (JMP) region
IMS internal task region

TPI (explicit APPC program)

Holder is not known to thisIRLM (holder isidentified to another

IRLM)

Lists all the waiters for the lock. This does not include waitersin IMSs identified to

another IRLM.

REQ STAT

WAIT MINUTES

Requested lock state:

EXC
RO

SHR
UNK
UPD

Exclusive

Read-only

Share

Unknown (lock state in transition)
Update

Number of minutes the lock request has been suspended.
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LCUSR - IRLM Lock Contention by User (IRLM 2.1)

370

BMC SOFTWARE —----—---———- IRLM LOCK CONT BY USER ---—-—--——-—-- PERFORMANCE MGMT
SERV ===> LCUSR INPUT  14:14:54 INTVL=> 3 LOG>=N  TGT==> IMSA
PARM ===> LINE 1 OF 1 SCROLL=> CSR
EXPAND: LINESEL(LUSRD)
———————————— USER--—--————=————=—=  LOCKS ---WAITERS----- —-———-WAITING FOR-----
RGN T STC/JOB PSB TRANCODE HELD TOTAL LONGEST RGN T STC/JOB MINUTES
001 B 116XBMPW PTESTO1 10 03* 34.4
002 B 116XBMPW PTESTO4 5 01 30.9 001 B 116XBMPW 34.4
003 B 116XBMPW PTESTO3 3 o1 11.6 002 B 116XBMPW  30.9
004 B 116XBMPW PTESTO02 1 00 003 B 116XBMPW 11.6
END OF DATA
Description: The LCUSR service locates the partner IRLM of thetarget IMS. It then

locates, identifies, and displays alist of the target IMS work units
(dependent regions) that are involved in lock contentions (waiting or
holding resources that someone is waiting for). The regions are
displayed in sequence by region number.

Color: If you have a color monitor, the user causing alock contention is
highlighted in red.

Select Code: LCUSR
Parameter: None
Expand: You can select adetailed display (LUSRD) of any listed region, which

identifies the resource(s) being waited for or held by that region.
Position the cursor on the line for that region and press ENTER, as
indicated on the display by EXPAND. Pressing the PF3 (END) key from
that display returnsto thislist.

Scralling: Thelist of regionsis scrollable.

Field Descriptions. Each of the fieldsis shown and described below. The descriptions are
arranged in a phabetical order.

LOCKSHELD
Total number of locks held by this user

USER
Identifies the target online IMS work units that wait on resources locked by other
users or held resources waited on by other users.

PSB Name of the PSB (program specification block) being processed in
this online region.
RGN Region (PST) number.

STC/JOB Name of the job or started task.
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TRANCODE

WAITERS

Region type. Possible types:

B Batch message processing (BMP) or Java batch message
processing (JBP) region

D DBCTL thread (CICS or ODBA)

F Fast Path region (IFP)

M Message processing (MPP) or Java message processing (JMP)
region

T TPI (explicit APPC program)

Transaction code being processed by the online region, if the
application is message driven.

Number of other regions waiting for one or more locks held by this region and the
longest time waiting:

TOTAL

LONGEST

WAITING FOR

Total waiters for resources held by this user. This does not include
waitersidentified to a different IRLM even when the other IRLM is
part of the same N-way sharing group (the sharing of databases by
more than two OS/390s). An * following thistotal indicates one or
more of the total waitersisfrom a different IMS than the target IMS.
These waiters from other IM Ss, although included in this count, are
not identified by this service.

Longest wait time of all local waiters for locks held by this user.
There may be external waiters that have waited longer.

Region this region is waiting for. There can be more than one region waited for, but
only oneislisted here.

MINUTES

RGN

Time this user has been waiting for alock.

Region (PST) number. Thisis unknown when the wait is for a holder
identified to another IRLM. If the region is not an online IMS region,
thisfield is blank. If the region belongs to another IM S (different
subsystem 1D), the region number is prefixed by an asterisk

(for example, *001).

Region type. Possible types:

B Batch message processing (BMP) or Java batch message

processing (JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

Local batch IMS region

Message processing (MPP) or Java message processing (JMP)

region

IMS internal task region

TPI (explicit APPC program)

X Holder is not known to thisIRLM (holder isidentified to
another IRLM)

< r mm Qo
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LHRES - IRLM Locks Held by Resources (IRLM 2.1)

BMC SOFTWARE ~———-—-—mm—mm- IRLM LOCKS HELD BY RESRC —------—-——- PERFORMANCE MGM
SERV ===> LHRES INPUT  16:57:09 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ===> LINE 1 OF 6 SCROLL=> CSR
EXPAND: LINESEL(DETAIL)

—————————— LOCK---—--—————————— CUR WAIT --—---LONGEST WAIT------
DATABASE DCB/AREA RBA/TYPE F G STA  HOLDERS ~ CNT  WAITER MINUTES
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 3 002-116XBMPW 21.2
COMMAND B G RO S-DLI
COMMAND F G RO S-DLI
CUSTHDAM 1 DATASET B G RO S-DLI
CUSTHDAM 1 O000490E P G UPD 002-116XBMPW
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 1 002-116XBMPW
DBFSAMD3 CUSDB  AREA N G RO S-XFP
END OF DATA
Description: The LHRES service locates the partner IRLM of the target IMS. It then

locates, identifies, and displaysalist of al the locks related to the target
IMS that are being held (in contention or not).

Select Code: LHRES
Parameter: None
Expand: You can use the cursor to select a pop-up scrollable window, which lists

al the work units in contention for the selected lock.
Scralling: Thelist of locksis scrollable.

Field Descriptions: Each of the fieldsis shown and described below. The descriptions are
arranged in a phabetical order.

CUR STA
Current state of the lock. The state can be;

EXC  Exclusive
RO Read-only

SHR  Share
UNK  Unknown (lock state in transition)
UPD  Update

HOLDERS

Identifies the holder of the lock on aresource as:

*NNn - XXXxxxxx  Online IMS region of ancther local IMS using the same IRLM,
whereto another IMS, nnn isthe region number, and XXXXXXXX iS
the region name.

nNn - XXxxxxxx  Online IMSregion of thetarget IMS, where nnn is the region
number and Xxxxxxxx is the region name.

L - XXXXXXXX Local DL/I batch or CICSloca DL/l job using the same IRLM,
where xxxxxxxx is the name of the job or started task.
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S - XXXXXXXX IMS internal process, where xxxxxxxx is the internal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where Xxxxxxxxx is the
subsystem ID of an online IMS or the name of the job or started
task for abatch IMS.

X - UNKNOWN  The holder is not known to thisIRLM. The holder isidentified to
another IRLM (IRLM 2.1 or | ater).

SHR CNT If thelock is being held by more than one region, the count of the
holdersis shown.
LOCK

Resource waited on or held.

DATABASE
Database name.

DCB/AREA
DCB number of afull function DL/ database data set or the areaname for a
Fast Path DEDB.

F
Fast Path indicator:
blank Non-Fast Path lock
B B-lock for share level greater than 2, DS-BUSY, DATASET,

and COMMAND

F Fast Path lock
N Non-updatable Fast Path Arealock
P P-lock for share level greater than 2, EXTEND, and BID

G
Global indicator:
blank Local lock
G Global lock

RBA/TYPE

In case of an RID (record lock) or BID (block lock), thisfield contains an identifier
IMS usesto control accessto the resource. The rules IMS uses to construct the ID are
listed below to help in problem determination.

FP DEDB
The ID isthe high-order three bytes of the RBA of the VSAM control
interval containing the segment.

FP MSDB
The ID isthe address of the segment prefix in the IMS control region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change eachtime IMS
is started.
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HDAM OSAM
The ID isthe RBA of the block containing the segment.

Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(X~407) of the high order byte isturned on.

VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS
If the key isfour bytes or less, the ID is the actual key. Otherwise, the ID is
the hashed key, using the algorithm in DFSHA SHO.

There are many types of locks to serialize various resources. The most common ones
areblock lock (BID) and record lock (RID). Block lock is used to serialize the update
to ablock or CI. Record lock is used to deny access to uncommitted data. In some
cases, this service uses resource |D values that do not represent arelative byte
address. In these cases, the following text is displayed in place of the actua ID:

COMMAND
Used for global commands, IDENTIFY to IRLM, or IRLM NOTIFY.

DATASET
Used at data set open for buffer invalidation notifies.

DS-BUSY
Data set busy. Used to ensure no ClI or CA split during aread.

EXTEND
Used to serialize a data set extension.

The following locks are Fast Path only:

AREA
Used by Fast Path to lock an entire area. Thisis used mostly during /STOP
AREA processing and XRF takeovers.
BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only oneregion at atimeto
use the overflow buffers, so it uses program isolation to serialize the process.
DUMMY
Force release of all global locks.
NONDBRC

Database is not registered with DBRC.
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-LONGEST WAIT-
| dentifies the waiter waiting the longest number of minutes for a suspended lock on
this resource. This does not include waiters in IM S subsystems that are identified to
another IRLM. The waiter isidentified as:

*nnn - xxxxxxxx  Online IMS region of another local IMS using the same IRLM,
where to another IMS, nnn isthe region number, and XXXXXXXX iS
the region name.

nnn - Xxxxxxxxx  Online IMS region of thetarget IMS, where nnn is the region
number and xxxxxxxx is the region name.

L - XXXXXXXX Local DL/I batch or CICSlocal DL/I job using the same IRLM,
where xxxxxxxx is the name of the job or started task.

S - XXXXXXXX IMS internal process, where xxxxxxxx is the internal task field
name; for example, XFP for Fast Path internal task.

MINUTES Number of minutes the lock request has been suspended.

WAIT CNT Total number of waiters on the lock. This does not include
waitersin IMS subsystems identified to another IRLM.

Selected L ock Pop-up

BMC SOFTWARE ~—-----m-mmmmm IRLM LOCKS HELD BY RESRC --------——- PERFORMANCE MGMT
SERV ===> LHRES INPUT  16:57:18  INTVL=> 3 LOG=> N TGT==> IMSA
PARM ===> LINE 1 OF 1 SCROLL=> CSR
—————————— LOCK--=-=-=-=-=-—--- CUR WAIT -----LONGEST WAIT------
DATABASE DCB/AREA RBA/TYPE F G STA  HOLDERS  CNT  WAITER MINUTES
CUSTHDAM 1 0000615C P G SHR 003-116XBMPW 3 002-116XBMPW 21.2
——————————— HOLDERS--——=-=== === m—— -————-WAITERS-----------REQ--- WAIT-
RGN T STC/JOB PSB STATUS RGN T STC/JOB PSB STAT MINUTES
003 B I16XBMPW PTESTO1 ACTV-USR 002 B I16XMPBW PTESTO2 UPD 21.2
004 B 116XMPBW PTESTO4 UPD 1.3
END OF DATA

This pop-up shows ascrollable list of al the work unitsin contention for the selected lock. It is
an EXPAND of alock by cursor selection from the LHRES service.

HOLDERS
Lists all the holders of the lock.
PSB
Program specification block being processed in the online IMS region. This
is unknown when the holder isidentified to another IRLM.
RGN

Region (PST) number of the online IMS region; otherwise, the field is | eft
blank. The region number is prefixed by an * character if the region belongs
to another IMS.
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STATUS
Region status:

Note:  Thiswill aways be unknown when the holder is an IMS identified
to another IRLM.

ACTIVE
ACTV-BKO
ACTV-DB2
ACTV-DBR
ACTV-DLI

ACTV-MQS

ACTV-SCH
ACTV-USR
IDLE

IDLE-HOT

IDLE-WFI

INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE

TERMINAT
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Active in a nonspecific process.

Region in dynamic backout.

Activein DB2 (Event Collector must be active).
Region activein DBRC.

Region activein DL/I.

Region activein MQSeries (Event Collector must be
active).

Region active in nonspecific CREATE THREAD process.
Region active in the application program.
Region waiting for non-WFI input to process.

Pseudo-WFI region waiting for input from the same
transaction.

Region waiting for WFI or Fast Path BALG input to
process.

Region defined but not started (not yet signed on).

Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTS) up to the
MINTHREAD specified value before they are actually
needed. These DBTswill have an INACTIVE status.

For other region types, this status should be displayed only
briefly, until the region completes the first CREATE
THREAD.

Region in first CREATE THREAD process.
Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).

Region in region termination or abend.



WAIT-AQI

WAIT-BKO

WAIT-BLKM

WAIT-BML

WAIT-DLI

WAIT-INT

WAITING

WLT-xxxx

WT-CMDP

WT-DBRC

WT-DMBP

WT-EPCB

WT-IRLM

WT-ISWCH

WT-NTFY

WT-OSAM

WT-PI

WT-PSBP

WT-PSBW

WT-SCHD

WT-VSAM

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call
with the wait option and DFSAOEQO has no message to
return to it at that time.

Region currently in wait, but dynamic backout in progress.

Region waiting in block mover.

Region in scheduling (waiting for block mover latch).

Note:  The block mover latch comprises several smaller

latches. To find which BML latch aregionis
waiting for, use the LATCH service.
Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.
Region waiting for alatch with IMS latch ID of xxxx. For
more information see “LATCH - Latch Summary” on page
272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB poal).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IMS dispatcher.
Region waiting for asynchronous notify(s) to complete
(IRLM must be active). An asynchronous notify could be
buffer invalidation, for example.

Region waiting for OSAM.

Region waiting for a program isolation lock to be freed.
Region waiting for PSB pool.

Region waiting for PSBW pooal.

Region waiting in a nonspecific CREATE THREAD
process.

Region waiting in VSAM.
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WTF-ADSC

WTF-AREA

WTF-DEDB

WTF-DMSH

WTF-DMSY

WTF-FBFR

WTF-FCMD

WTF-MSDB

WTF-OBA

WTF-OCL

WTF-RSL

WTF-SEG

WTF-SYNC

Region waiting in Fast Path for ADSC directory latch
(DEDB area data sets).

Region waiting in Fast Path for DEDB arealock.
Region waiting in Fast Path for DEDB ownership.

Region waiting in Fast Path for DMAC sharelatch (DEDB
area).

Region waiting in Fast Path for DMAC synchronization
latch (DEDB area).

Region waiting in Fast Path for FIX buffer (DEDB).

Region waiting in Fast Path for FNCB (Fast Path
command) latch.

Region waiting in Fast Path for MSDB latch.

Region waiting in Fast Path for overflow buffer interlock.
Region waiting in Fast Path for open/close latch.

Region waiting in Fast Path for resource latch.

Region waiting in Fast Path for MSDB segment.

Region waiting in Fast Path for synchronization latch.

Note: A #character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data
propagation and site requirements) instead of the application
program. For example, if adata capture exit made a request that is
waiting for a program isolation lock, the STATUS field shows
WT#PI rather than WT-PI. For more information about data capture
exits, seethe IBM System Administration Guide publication.

The Event Collector must be active to obtain the data capture exit
status when the exit issuesaDB2 call.

STC/JOB

Name of the job or started task. Thisis aways unknown when the holder is
identified to another IRLM. For an IMS internal task, thisisthe 3-byte field
task ID (for example, XFP for Fast Path internal task).
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Region type. Possible types:

B

X 4w =z 1o

WAITERS

Batch message processing (BMP) or Java batch message processing

(JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

Local batch IMSregion

Message processing (MPP) or Java message processing (JMP) region
IMS internal task region

TPI (explicit APPC program)

Holder is not known to thisIRLM (holder isidentified to another

IRLM)

Lists all the waiters for the lock. This does not include waitersin IMS subsystems

identified to another IRLM.

REQ STAT

WAIT MINUTES

Requested lock state:

EXC
RO

SHR
UNK
UPD

Exclusive

Read-only

Share

Unknown (lock state in transition)
Update

Number of minutes the lock request has been suspended.
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LHUSR - IRLM Locks Held by User (IRLM 2.1)

380

BMC SOFTWARE ~—————-—---—o IRLM LOCK HELD BY USER —----—---m—mm PERFORMANCE MGMT
SERV ===> LHUSR INPUT  14:14:54 INTVL=> 3 LOG>=N  TGT==> IMSA
PARM ===> LINE 1 OF 1 SCROLL=> CSR
EXPAND: LINESEL(LUSRD)
———————————— USER-----—-—-—-—-————-———-  LOCKS ---WAITERS----- —-—----WAITING FOR-----
RGN T STC/JOB PSB TRANCODE HELD TOTAL LONGEST RGN T STC/JOB MINUTES
001 B 116XBMPW PTESTO1 10 03* 34.4

Description: The LHUSR service locates the partner IRLM of the target IMS. It then

locates, identifies, and displays alist of the target IMS work units
(dependent regions) that are holding and/or waiting for alock. The
regions are displayed in sequence by region number.

This service displays a superset of the regions shown in LCUSR.
LCUSR listsonly contentions, but LHUSR also includes any target IMS
regions holding lock(s) with no regions waiting.

Color: If you have a color monitor, the user causing alock contention is
highlighted in red.

Select Code: LHUSR
Parameter: None
Expand: You can select adetailed display (LUSRD) of any listed region, which

identifies the resource(s) being waited for or held by that region.
Position the cursor on the line for that region and press ENTER as
indicated on the display by EXPAND. Pressing the PF3 (END) key from
that display returnsto thislist.

Scralling: Thelist of regionsis scrollable.

Field Descriptions. Each of the fieldsis shown and described below. The descriptions are
arranged in aphabetical order.

LOCKSHELD
Total number of locks held by this user

USER
Identifies the target online IMS work units that wait on resources locked by other
users or hold resources waited on by other users.

PSB Name of the PSB (program specification block) being processed in
this online region.

RGN Region (PST) number.

STC/JOB Name of the job or started task.
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TRANCODE

WAITERS

Region type. Possible regions:

B Batch message processing (BMP) or Java batch message

processing (JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

M Message processing (MPP) or Java message processing (JMP)
region

T TPI (explicit APPC program)

m

Transaction code being processed by this online region, if the
application is message driven.

Number of other regions waiting for one or more locks held by this region and the
longest time waiting:

TOTAL

LONGEST

WAITING FOR

Total waiters for resources held by this user. This does not include
waitersidentified to a different IRLM even when the other IRLM is
part of the same N-way sharing group (the sharing of databases by
more that two OS/390s).

An* following thistotal indicates one or more of the total waitersis
from adifferent IMS than the target IMS. These waiters from other
IMSs, although included in this count, are not identified by this
service.

Longest wait time of al local waitersfor locks held by thisuser. There
may be external waiters that have waited longer.

Region this region is waiting for. There can be more than one region waited for, but
only oneislisted here.

MINUTES

RGN

STC/J0B

Time this user has been waiting for alock.

Region (PST) number. Thisis unknown when the wait is for a holder
identified to another IRLM. If the region is not an online IMS region,
thisfield is blank. If the region belongs to another IM S (different
SSID), the region number is prefixed by an asterisk (*); for example,
*001.

Name of the job or started task. Thisis unknown when the wait is for
aholder identified to another IRLM. For an online IMS on a partner
IRLM, thisisthe subsystem ID of that IMS. For an IMS internal
process, thisisthe 3-byte IMS internal task field name; for example,
XFP for Fast Path internal task.
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T Region type. Possible types:

B

< r m QO

- »

Batch message processing (BMP) or Java batch message
processing (JBP) region

DBCTL thread (CICS or ODBA)

Fast Path region (IFP)

Local batch IMS region

Message processing (MPP) or Java message processing (JMP)
region

IMSinternal task region

TPI (explicit APPC program)

Holder is not known to this IRLM (holder isidentified to
another IRLM)
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LUSRD - IRLM Lock User Detail (IRLM 2.1)

BMC SOFTWARE —----——--———- IRLM LOCK USER DETAIL -—--——-——————-— PERFORMANCE MGMT
SERV ===> LUSRD INPUT  14:15:02 INTVL=> 3 LOG>=N  TGT==> IMSA
PARM ===> 001 LINE 1 OF 1 SCROLL=> CSR
EXPAND: DLIST

RGN: 001 TYPE: BMP STC: 16XBMPW PSB: PTESTO1 TRAN:
IMSID: X16H STATUS: WT-1RLM PGM: PIWAIT LTERM:
—————————— LOCK------—————————— -STATE- --COUNT--
DATABASE DCB/AREA RBA/TYPE F G CUR REQ HOLD WAIT
—————— WAITING FOR( ~ 34.6 MINUTES)--—-——-—--—-——=—-—=——HOLDERS—~—-————————— =
CUSTHDAM 1 00001000 SHR EXC 2 3% 004-1MSMSGO4 005-IMSMSGO5
—————— HOLDING========== == —=—mo—mmmememm e ————————_ ONGEST WAITER---MINUTES--
CUSTHDAM 1 00002000 F G SHR SHR 10 1  003-IMSMSGO3 34.5

END OF DATA
Description: The LUSRD service locates the partner IRLM of thetarget IMS. It then

locates, identifies, and displays the locks the selected online IMS
dependent region is holding or waiting for. It shows how long the
selected region has waited for alock and the wait time of the longest
local waiter for each lock held by that region.

This display can be selected directly from the list of regions displayed
by the LCUSR or LHUSR service by positioning the cursor on the line
for the region and pressing ENTER.

Color: If you have a color monitor, alocked resource and the holders of the
lock are highlighted in red.

Select Code: LUSRD
Parameter: Region number of a dependent region of the target online IMS.
Expand: The LUSRD display can be EXPANDed to the DLIST display for this

region, which shows the current DL/I call in detail, including call
function, PCB, and SSAs. Position the cursor on any LUSRD display
line (line 5 or greater) and press ENTER.

Scralling: Thelist of locksinthe HOLDING area of the display is scrollable.

Field Descriptions: Each of the fieldsis shown and described below by display area.
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Area 1

RGN: 001 TYPE: BMP STC: 116XBMPW PSB: PTESTO1 TRAN:

IMSID: X16H STATUS: ACTV-USR PGM: PIWAIT LTERM:

This area shows processing statistics about the selected region. If thereis no lock activity,
LUSRD shows thisinformation only. The descriptions are arranged in alphabetical order.

IMSID

LTERM

PSB

RGN

STATUS

IMS subsystem ID.

If the application program is message driven and if the message originated from a
terminal, thisfield shows the LTERM name of the terminal that submitted the
transaction.

Application program being executed for the PSB in the region. This can be
different from the PSB if the regionisaBMP.

Program specification block being processed in this region.
Onlineregion (PST) number.

Region status:

Note:  Thiswill aways be unknown when the holder is an IMS identified to
another IRLM.

ACTIVE Active in a nonspecific process.

ACTV-BKO Region in dynamic backout.

ACTV-DB2 Activein DB2 (Event Collector must be active).
ACTV-DBR Region activein DBRC.

ACTV-DLI Region activein DL/I.

ACTV-MQS Region activein MQSeries (Event Collector must be active).
ACTV-SCH Region active in nonspecific CREATE THREAD process.

ACTV-USR Region active in the application program.

IDLE Region waiting for non-WFI input to process.

IDLE-HOT Pseudo-WFI region waiting for input from the same
transaction.

IDLE-WFI Region waiting for WFI or Fast Path BALG input to process.
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INACTIVE

OPENING
SCH-BLR
SCH-BLKM
SCHDULE
TERMINAT

WAIT-AQI

WAIT-BKO
WAIT-BLKM

WAIT-BML

WAIT-DLI
WAIT-INT
WAITING

WLT-xxxx

WT-CMDP

WT-DBRC
WT-DMBP
WT-EPCB
WT-IRLM

WT-ISWCH

Region defined but not started (not yet signed on).

Theregion hasinitialized or started to initialize but has not
completed signon or CREATE THREAD processing.

For DBCTL, IMS preallocates threads (DBTS) up to the
MINTHREAD specified value before they are actually needed.
These DBTswill have an INACTIVE status. For other region
types, this status should be displayed only briefly, until the
region completes the first CREATE THREAD.

Region in first CREATE THREAD process.
Region in scheduling (active in block loader latch).
Region in scheduling (active in block mover).
Region in scheduling (CREATE THREAD).
Region in region termination or abend.

Region waiting for an AO message.

Await for AO occurs when aregion issues a GM SG call with
the wait option and DFSAOEQO has no message to return to it
at that time.

Region currently in wait, but dynamic backout in progress.
Region waiting in block mover.
Region in scheduling (waiting for block mover latch).

Note:  The block mover latch comprises several smaller

latches. To find which BML latch aregion iswaiting
for, use the LATCH service.

Region waiting for DL/I.
Region in scheduling (waiting for database intent).
Region in nonspecific wait.

Region waiting for alatch with IMS latch ID of xxxx. For
more information see “LATCH - Latch Summary” on page
272.

Region waiting for a pending /DBD or /DBR command to
complete.

Region waiting for DBRC.

Region in scheduling (waiting for DMB poal).

Region in scheduling (waiting for EPCB pool).

Region waiting for IRLM.

Region did ISWITCH and iswaiting in IMS dispatcher.
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WT-NTFY Region waiting for asynchronous notify(s) to complete (IRLM
must be active). An asynchronous notify could be buffer
invalidation, for example.

WT-OSAM Region waiting for OSAM.

WT-PI Region waiting for a program isolation lock to be freed.
WT-PSBP Region waiting for PSB pool.

WT-PSBW Region waiting for PSBW pool.

WT-SCHD Region waiting in a nonspecific CREATE THREAD process.
WT-VSAM Region waiting in VSAM.

WTF-ADSC Region waiting in Fast Path for ADSC directory latch (DEDB
area data sets).

WTF-AREA Region waiting in Fast Path for DEDB arealock.
WTF-DEDB Region waiting in Fast Path for DEDB ownership.

WTF-DMSH Region waiting in Fast Path for DMAC share latch (DEDB
area).

WTF-DMSY Region waiting in Fast Path for DMAC synchronization latch
(DEDB area).

WTF-FBFR Region waiting in Fast Path for FIX buffer (DEDB).

WTF-FCMD Region waiting in Fast Path for FNCB (Fast Path command)
latch.

WTF-MSDB Region waiting in Fast Path for MSDB latch.

WTF-OBA Region waiting in Fast Path for overflow buffer interlock.
WTF-OCL Region waiting in Fast Path for open/close latch.
WTF-RSL Region waiting in Fast Path for resource latch.
WTF-SEG Region waiting in Fast Path for MSDB segment.

WTF-SYNC Region waiting in Fast Path for synchronization latch.

Note: A # character in place of the - character in a status indicates activity
resulted from an IM S data capture exit (user exit for data propagation
and site requirements) instead of the application program. For example,
if adata capture exit made arequest that is waiting for a program
isolation lock, the STATUS field shows WT#PI rather than WT-PI. For
more information about data capture exits, see the IBM System
Administration Guide publication.

The Event Collector must be active to obtain the data capture exit status
when the exit issues aDB2 call.

STC (JOB) Onlineregion started task hame (or job hame).
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TRAN

TYPE

If the application program is message driven, this field shows the transaction
code being processed by the region.

Region type:

BMP
BMP-IMP

BMP-OTM

BMP-WFI
DBT

FPU

JBP

JMP
JMP-IMP

JMP-OTM

IMP-WFI
MDP
MPP
MPP-IMP

MPP-OTM

MPP-WFI
NDP
ODB

TP

Batch message processing region

Batch message processing region currently executing an implicit
APPC/IMS transaction

Batch message processing region currently executing an OTMA
transaction

Wait-for-input BMP

DBCTL CICSthread

Fast Path utility region

Java batch message processing region
Java message processing region

Java message processing region currently executing an implicit
APPC/IMS transaction

Java message processing region currently executing an OTMA
transaction

Wait-for-input IMP
M essage-driven Fast Path region
M essage processing region

M essage processing region currently executing an implicit
APPC/IMS transaction

Message processing region currently executing an OTMA
transaction

Wait-for-input MPP
Non-message-driven Fast Path region
DBCTL ODBA thread

M essage processing region currently executing an explicit CPI-C
program
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---------- LOCK=-===—=—=—=————— -STATE- --COUNT--

DATABASE DCB/AREA RBA/TYPE F G CUR REQ HOLD WAIT

—————— WAITING FOR( ~ 34.6 MINUTES)-----—--=-=-========HOLDERS -~~~ == === mm e ===
CUSTHDAM 1 00001000 SHR EXC 2 3* 004-IMSMSGO4  005- IMSMGO5

This area shows locked resources that this region is waiting for, lock state, atotal count of the
lock’s concurrent holders or waiters, and the holders of the locked resources. The descriptions
are arranged in alphabetical order.

COUNT
Total number of concurrent holders or waiters for the lock.

HOLD Total number of concurrent holders of the lock. If any external holders
exist, the total increases by one, regardless of how many external
hol ders there may be.

WAIT Total number of concurrent waiters on the lock. Thistotal does not
include waiters identified to a different IRLM even when the other
IRLM ispart of the same N-way sharing group (the sharing of databases
by more than two OS/390s). An * following this total indicates one or
more waiters of thistotal is from a different IMS subsystem than the
target IMS.

HOLDERS
Identifies the first two holders of the lock, highlighted in red, on aresource as.

*NNN = XXXXXXXX Online IM S region of another local IMS using the same IRLM,
whereto another IMS, nnn isthe region number, and XXXXXXXX
is the region name.

NNN - XXXXXXXX Online IMS region of the target IMS, where nnn is the region
number and xxxxxxxx is the region name.

L - XXXXXXXX Local DL/I batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started task.

S - XXXXXXXX IMS internal process, where xxxxxxxx istheinternal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXxX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.

X - UNKNOWN Holder is not known to this IRLM, because it is identified to
another IRLM.

LOCK
Resource waited on or held.

DATABASE
Database name.

DCB/AREA
DCB number of afull function DL/ database data set or the areaname for a
Fast Path DEDB.
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Fast Path indicator:

blank Non-Fast Path lock
B B-lock for share level greater than 2, DS-BUSY, DATASET,
and COMMAND
F Fast Path lock
N Non-updatable Fast Path Arealock
P P-lock for share level greater than 2, EXTEND, and BID
G
Global indicator:
blank Local lock
G Global lock
RBA/TYPE

In case of an RID (record lock) or BID (block lock), thisfield contains an identifier
IMS usesto control accessto the resource. The rules IMS uses to construct the ID are
listed below to help in problem determination.

FP DEDB
The ID isthe high-order three bytes of the RBA of the VSAM control
interval containing the segment.

FP MSDB
The ID isthe address of the segment prefix in the IMS control region’s
private virtual storage.

Note: Thisisnot an RBA; it isan address that may change each time IMS
is started.

HDAM OSAM
The ID isthe RBA of the block containing the segment.

Other OSAM
The ID isthe RBN of the block containing the segment. In addition, bit 1
(X~407) of the high order byte isturned on.

VSAM ESDS
The ID isthe RBA of the VSAM control interval containing the segment.

VSAM KSDS

If the key isfour bytesor less, the ID is the actual key. Otherwise, theID is
the hashed key, using the algorithm in DFSHASHO.
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STATE

There are many types of locks to serialize various resources. The most common ones
areblock lock (BID) and record lock (RID). Block lock is used to serialize the update
to ablock or ClI. Record lock is used to deny access to uncommitted data. In some
cases, this service uses resource |D values that do not represent arelative byte
address. In these cases, the following text is displayed in place of the actua 1D:

COMMAND
Used for global commands, IDENTIFY to IRLM, or IRLM NOTIFY.

DATASET
Used at data set open for buffer invalidation notifies.

DS-BUSY
Data set busy. Used to ensure no CI or CA split during aread.

EXTEND
Used to serialize a data set extension.

The following locks are Fast Path only:

AREA
Used by Fast Path to lock an entire area. Thisis used mostly during /STOP
AREA processing and XRF takeovers.
BFROVFL
Buffer Overflow (Fast Path only). Thisis used when aregion hasto use the
overflow buffers (OBA parameter). IMS alows only oneregion at atimeto
use the overflow buffers, so it uses program isolation to serialize the process.
DUMMY
Force release of all global locks.
NONDBRC

Database is not registered with DBRC.

State of the lock.
CUR Current state of the lock.
REQ State of the lock requested by this region, which can be:

EXC Exclusive

RO Read-only
SHR Share
UNK Unknown (lock state in transition)

UPD Update

WAITING FOR

Time this region has been waiting for alock held by another region. It also identifies
the locked resource (see LOCK description) thisregion is waiting for, the lock state
(see STATE description), and a count (see COUNT description) of the holders of that
resource. If thereisalock, it is highlighted in red. If the region is not waiting for a
lock, this area of the display is not shown.
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---------- LOCK-=—=———————————— _STATE- --COUNT--
DATABASE DCB/AREA RBA/TYPE F G CUR REQ HOLD WAIT

------ HOLDING—== === === —— oo ____| ONGEST WAITER---MINUTES--
CUSTHDAM 1 00002000 F G SHR SHR 10 1  003-IMSMSGO3 34.5
END OF DATA

This area shows the locked resources held by aregion, the lock state, atotal count of the lock’s
concurrent holders or waiters, and the waiters for those locked resources. The descriptions are
arranged in aphabetical order.

HOLDING
Shows a scrollable list of the locked resources, as described for “Area 2" above
(see LOCK, STATE, and COUNT), held by this region. The locked resources are
displayed in alphabetical order.

LONGEST WAITER
I dentifies the waiter waiting the longest time for that locked resource. The waiter is
identified as:

Note: For IRLM 2.1 and later, MVIMS shows only waiters on IM Ss identified to
the same IRLM asthetarget IMS. Thisisbecause each IRLM in the sharing
group does not have information about waiters using other IRLMs.

*ANN - XXXXXXXX Online IMSregion of another local IMS using the same IRLM,
whereto another IMS, nnn isthe region number, and XXXXXXXX
isthe region name.

NNN - XXXXXXXX Online IMS region of thetarget IMS, where nnn is the region
number and XxXXXxxxX is the region name.

L - XXXXXXXX Local DL/l batch or CICSlocal DL/I job using the same
IRLM, where xxxxxxxx is the name of the job or started task.

S - XXXXXXXX IMS internal process, where xxxxxxxx isthe internal task field
name; for example, XFP for Fast Path internal task.

X = XXXXXXXX Online or batch IMS on a partner IRLM, where XXXXXXxX is
the subsystem ID of an online IMS or the name of the job or
started task for abatch IMS.

MINUTES

Wait time of the oldest waiter for alock held by the region. This does not include
waitersidentified to a different IRLM.
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Chapter 17. WORKLOAD ANALYZER Displays (Quick
Reference)

The following table shows the service select code and parameters for the Workload Analyzer
displays of terminal, transaction, and user status and the workload wait services. It also liststhe
page where you can find a complete description of each service.

Table 4. Workload Analyzer Display Service Select Codes

Service Parameter See
Select Code
DWAIT [parm] Chapter 22, “ Requesting Workload Wait
{FORMAT=%]#} Data Collection (MWAIT)” on page 433
{FLOWCOMP=IC]
1Q10Q]0C] DWAIT displays data collected by a
SC|APISP] corresponding MWAIT request. For a
COMP JALL} d o f the k d h
{TRANS=ACTIVE | ALL escription of the keyword parameters that
¥ can be used with an MWAIT request, see
Table 5 on page 436.
Chapter 23, “ Requesting Workload Wait
Data Display (DWAIT)” on page 443
Chapter 24, “DWAIT - Workload Wait
Display” on page 445
ISTAT [LTERM]LT=name] Chapter 18, “ISTAT - Terminal Input Status
ID=name| Display” on page 395
START=name]
OSTAT [,LTERM|LT=name| Chapter 19, “OSTAT - Terminal Output
, ID=userid| Status Display” on page 407
,START=name]|
,COUNT>n|
,SEV1|SEV2]
,NONZERO|NZ]
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Table 4. Workload Analyzer Display Service Select Codes (continued)

Service

Select Code

Parameter

See

TRANQ

[,START=name|
, TRAN=name |
,SEV1|SEV2]|
»SSQI

Chapter 20, “TRANQ - Transaction Queue
Status Display” on page 419

USER

[ ,SORT]SO=cc
,L=value]
,USERID=id]
,USER=user|
, TRAN=trancode|
,LTERM=Iterm]
,NODE=id]
,NALLOC]
,ALLOC]|
,DEADQ]
,CONV|
,HELD]
,PRST]
,STOP|
,EXCL]

,TST]

,XON|

,DYN]
,STATIC]|
,RESP]|
,RESPINP=id]
,NZ|
,QCT>nnn]

Chapter 21, “USER - User Status
Summary” on page 427
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Chapter 18. ISTAT - Terminal Input Status Display

BMC SOFTWARE ~———-—-—-m—mm TERMINAL INPUT STATUS — ————-—-mmmm PERFORMANCE MGMT
SERV ==> ISTAT INPUT 14:40:23 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> BOLD10

LTERM NODE LAST
NAME USER-ID LINE/PTERM TRAN/DEST TERMINAL STATUS
ALQAAILA  NONE NONE TERMINAL 1S NOT ALLOCATED
A1QAAOQ1A NONE NONE TERMINAL 1S NOT ALLOCATED
A1QBBI1A  NONE NONE TERMINAL 1S NOT ALLOCATED
A1QBBO1A  NONE NONE TERMINAL 1S NOT ALLOCATED
A1QCCI1A NONE NONE TERMINAL 1S NOT ALLOCATED
A1QCCO1A  NONE NONE TERMINAL IS NOT ALLOCATED
A1QDDI1A NONE NONE TERMINAL 1S NOT ALLOCATED
A1QDDO1A  NONE NONE TERMINAL IS NOT ALLOCATED
ALQEEI1A  NONE NONE TERMINAL IS NOT ALLOCATED
A1QEEO1A NONE NONE TERMINAL 1S NOT ALLOCATED
ALQFFI1A  NONE NONE TERMINAL IS NOT ALLOCATED
A1QFFO1A NONE NONE TERMINAL 1S NOT ALLOCATED
A1QGGI1A  NONE NONE TERMINAL 1S NOT ALLOCATED
A1QGGO1A NONE NONE TERMINAL 1S NOT ALLOCATED
A1QHHI1A NONE NONE TERMINAL 1S NOT ALLOCATED
ALQHHO1A  NONE NONE TERMINAL IS NOT ALLOCATED
BOLDO NONE BOLDO NONE TERMINAL 1S NOT CONNECTED
BOLD1 NONE BOLD1 NONE ~ TERMINAL IS NOT CONNECTED
BOLD10 NONE BOLD10 NONE TERMINAL 1S NOT CONNECTED
Description: The terminal input status display shows the input status of terminals

inIMS. |

t can aso show the number of transactions still in the input

queue from any IMSterminal.

Note:

For dynamic terminals created by the Extended Terminal
Option (ETO):

ISTAT may not show the dynamic terminalsimmediately.

LTERMs are organized by a hashing algorithm. MVIM S and
MAINVIEW AutoOPERATOR services present LTERMs
and nodes alphabetically. To do this, they use an index table
to sort them. The table is refreshed according to a specified
refresh interval and only when LTERM/node displays are
reguested. The default refresh interval is 10 seconds. If the
time since the last refresh is greater than 10 seconds, the
table is updated. Service requests that occur prior to interval
expiration do not show dynamic terminals created during the
interval.

Therefresh interval determines how soon dynamic terminals
are displayed by I STAT. Short refresh intervals allow them
to be displayed sooner, but they may consume more
resources because the table is updated more frequently.
Longer refresh intervals may consume less resources, but
they may delay the display of recently created dynamic
terminals. The amount of resources consumed by sorting
depends on the size of your site'sterminal network. To
changetherefresh interval, use the CBSINTVL parameter in
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Select Code:

Parameter:

Scralling:

Field Descriptions:

BBPARM member BBI1SP00. The new value takes effect
when the BBI-SS PAS restarts.

By default, the index table uses 200K of BBI-SS PAS
extended private area storage. You can use the CBSORTSZ
in BBPARM member BBIISPOO to change this value. Each
terminal entry requires 12 bytes (8 bytes for the terminal ID
and 4 bytes for the address of either the CNT or the CLB
control block).

ISTAT

The following parameters can be used with this service:

ID
Enter an 8-character user ID or aqualified user ID; for
example, ISTAT displays only those terminals that have a
matching user ID.

LTERM|LT
Enter an 8-character LTERM name or a qualified name.
I STAT displays only those terminal s that have a matching
name, for example LTERM=A*.

START
Enter a starting LTERM to page through LTERMSs starting
with a particular LTERM, for example START=PAY+.

The START= field in the ISTAT display contains the name of the first
terminal in the next list to be displayed. Use this field to scroll
through the list either forward or backward. Entering A1QFFI 1A puts
that terminal name at the top of the next displayed list.

Pressing ENTER repetitively scrolls forward a page at atime. For
example, if the START= field is BOLD10 as shown in the sample
display above, pressing ENTER puts BOLD10 at the top of the next
list of displayed terminal names.

To scroll to another place on the list, enter the name of aterminal in
the START= field. The* qualifier can be used to indicate a generic
terminal name. For example, enter A* to scroll to the beginning of the
list.

Each of the display fields is described below. The descriptions are
arranged in alphabetical order.

LAST TRAN/DEST
Thisisthelast transaction input from this terminal or the
preset destination.

LTERM NAME
The LTERM name of the terminal. The LTERMs are listed
in aphabetical order.

NODE LINE/PTERM
Thisisthe node nameif theterminal isaVTAM device. If it
isaBTAM device, it istheline and PTERM number.
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TERMINAL STATUS
Thisthe status of the LTERM for inbound traffic (see “Input
LTERM Status’ on page 398 below).

USER-ID
The user | D signed on to the terminal, if thislevel of security
isimplemented.

Note: Theuser ID displayed isthe security user 1D, not
the ETO structure name (SPQB).
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Input LTERM Status

Terminals that are defined to IMS as input terminals can be in any one of alarge number of
states. The | STAT service tests the input status of aterminal in a predefined sequence so that
the most critical information is always displayed. If special conditions are not found, the
message returned is:

TERMINAL IS AOK.

The following status messages are possible. They are arranged in al phabetical order for easy
reference.

e ASYNC ERR MSG IN PROCESS
For an LU6 session, the error message FMH is being sent.
e« BIND RECEIVED/SCHEDULED

IMS has received a request from the other LU6 half-session or IMSis attempting to
establish a session.

e BIND SENT
IMS has sent aBIND on this LU6 session.
« BISRECEIVED/SCHEDULED

IMS asked the other LUG6 half-session to stop initiating new brackets and the partner has
agreed to stop or vice versa.

e BISSENT

IMS hasinformed the other LU6 half-session that IMS will stop initiating new brackets on
this session.

» CANCEL RECEIVED/SCHEDULED

IMS has received a request from the other LU6 half-session partner to cancel the input in
progress or vice versa.

e /CHE DUMPQ QUIESCE ENTERED

IMS is shutting down as the result of a CHE DUMPQ QUIESCE command.
» /CHE PURGE IN PROGRESS

IMS is shutting down as the result of a/CHE PURGE command.
e /CHE FREEZE QUIESCE ENTERED

IMS is shutting down as the result of a/CHE FREEZE QUIESCE command.
» /CHE DUMP QUEUESIN PROGRESS

IMS is shutting down as the result of a/CHE DUMPQ command.
e /CHE PURGE QUIESCE ENTERED

IMS is shutting down as the result of a/CHE PURGE QUIESCE command.
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CLEAR SENT
IMS has sent aCLEAR on this LU6 session.
CLOSE VTAM ACB PENDING

The IMS ACB isbeing closed so no communications using VTAM is possible. The non-
VTAM terminals should work normally.

CLSDST REQUESTED

Thisterminal is requesting to terminate its session with IMS. This node will be
disconnected.

CONTROL REGION ISABENDING
IMS s shutting down as aresult of an ABEND.
CONVERSATION HELD

The terminal has had a/HOLD command issued to suspend and save a conversation.
Conversation will be resumed (/RELEA SE command) or terminated (/EXIT command),
sometime later.

DEQUE PURGE IN PROGRESS

Theterminal has had a/DEQUEUE LINE or NODE PURGE command issued for it. All
output will be cancelled.

/DEQUEUE PURGE | SSUED LTERM

The LTERM has had a/DEQUEUE LTERM PURGE command issued for it. All output
will be cancelled.

DESTINATION NOT FOUND

Thelast input from this terminal was not a valid message switch, transaction code, or
command.

DISCONNECT ALL LINES

IMS s shutting down all lines.

DO NOT SEND QUEUED M SG

The line or node associated with this LTERM has been /PSTOPped.
DYNAMIC TERMINAL NOT ALLOCATED

Thisterminal was created dynamically by ETO and is not allocated to anode. This can
occur under several circumstances; for example:

—  Output was sent to thisLTERM and ETO created the LTERM and user structure but
not the node. If a node cannot be or is not created and allocated to thisLTERM,
messages are categorized as dead letters.

— A user logged off the system, either intentionally or through a network failure, and the
status was such that the user structure and LTERM could not be deleted. This can
occur, for example, if there are messages till queued to the LTERM or the user has
an active conversation.
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ECHO CURRENT INPUT

IMS echoes back whatever isreceived from thisterminal. A /TEST command causes IMS
to echo everything from the terminal until a/END command is entered.

ERROR FOUND ON LAST INPUT SEG
Thelast input from this terminal resulted in an error message.
/EXCL ISSUED FOR TERMINAL

Thetermina isin EXCLUSIVE mode. The terminal has been placed in EXCLUSIVE
mode using the /EXCL command. The terminal remains in EXCLUSIVE mode until a
/END isissued.

FATAL ERP
IMS has received or is scheduling an UNBIND to send on this LU6 | SC session.
/IDLE COMMAND

Theterminal hashad a/IDLE LINE x PTERM y command issued for it. All input and
output is terminated. The system isin shutdown.

/IDLE WITHOUT SHUTDOWN

The terminal has had a/IDLE LINE x PTERM y NOSHUT command issued for it. All
input and output is terminated. The terminal remainsin IDLE until it is restarted.

IMSSHUTDOWN IN PROGRESS

IMS s shutting down.

IMSSHUTDOWN MSG BEING SENT

IMS is shutting down. A shutdown message has been sent to this terminal.
INBOUND RU DID NOT REQ DR1 RESP

The last input from thisterminal did not request a DR1 response.
INBOUND RU REQUESTED DR2 RESP

The last input from this terminal requested a DR2 response.

INBOUND RU REQUESTED EXCP/DRX

The last input from this terminal requested exception DRx response only.
IN BRACKETS

This LUG session isin the in-bracket state.

INPUT STOPPED ON THISLINE

The terminal has had a/STOP LINE or NODE command issued against it. IMS will not
accept input until a/START command is issued.

/O ERROR OCCURRED ON QUEUE

Some of the messages queued to this terminal are unavailable for transmission because
I/O errors have occurred on one or more of the queue data sets.
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/O POOL SHORT ON STORAGE

IMSislow on pool space.

IWAIT FOR POST=SCHED SEND

ThisLUG terminal isin an IMS wait for the VTAM notification that a SEND has been
initiated.

/LOCK ISSUED FOR TERMINAL

The terminal is LOCKed. The remote terminal user has locked the terminal using the
/LOCK NODE or PTERM command. IMS does not receive and send messages to a
terminal that is LOCKed; however, IMS continues to queue output traffic to aterminal in
this state.

/LOOPTEST IN PROGRESS

The terminal has had a/LOOPTEST LINE x PTERM y command issued for it. The
terminal isin an output write loop that continues until a/END command terminates the
looptest mode.

LOOPTEST ISPENDING

The terminal has had a/LOOPTEST LINE x PTERM y command issued for it. The
terminal isin an output write loop that continues until a/END command terminates the
looptest mode.

LOST TERM

The IMS lost terminal exit was entered for this terminal because of the |oss of
communications with the terminal.

LTERM HASPAGED M SG IN PROCESS

This LTERM islooking at a multi-page output message. The user may get to the end of
the message or next message by using the PA1 and PA2 keys.

LTERM LOCKED FROM /LOCK

The LTERM is LOCKed. The remote terminal user has locked the terminal using the
/LOCK LTERM command or the MTO hasissued the /LOCK LTERM x. IMS does not
receive and send messages to an LTERM that is LOCKed; however, IMS continues to
gueue output traffic to aterminal in this state.

MSC INVALID BLOCK
Aninvalid block has been received from the MSC partner.
NSPE CLEANUP RU

The IMSlost terminal exit was entered for thisterminal to allow IMS to cleanup after a
procedure error.

NSPE NOTIFY RU

The IMS|lost terminal exit was entered for thisterminal to inform IMS that a procedure
error has occurred between VTAM and the terminal.

NSPE PROCEDURE ERROR RU

The IMSlost terminal exit was entered for thisterminal to inform IM S that a procedure
error has occurred between IMS and VTAM.
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OUTPUT ONLY TERMINAL
Thisterminal isfor output only. No input is possible from this device.
PARTNERS SEQ NO. ARE AVAILBLE

The sequence numbers used by the LUG6 session partner are known to IMS session
recovery ispossible.

PROTECT FOR INPUT

No output will be sent to thisterminal, because it is PROTECTED. Input is expected by
IMS.

QRI REPONSE REQUIRED
IMS must notify the other half of this LU6 half-session that aresponse is queued.
QUEUE ERROR WITH SYSMSG

For LUG6 sessions, an I/O error on the IMS queues is the cause of the SY SMSG FMH that
was sent to the partner half-session.

QUEUING ISSTOPPED

Theterminal is stopped for queueing. No output will be queued for this device.
/QUIESCE ISSUED

The node associated with this LU6 session has been /QUlesced by the MTO.
RECOVERY REQUEST ON THISNODE

For IMS SLU type P sessions (LU 0), IMS s attempting to resync the session after
protocol errors occurred.

REJECT IF NOT INQUIRY TRAN

Terminal has been SY SGENed as non-checking and, therefore, inquiry-only. Update
transactions are not allowed from this terminal.

RESPONSE OWED FOR BID
IMS has received a BID from thisterminal and must send a response back to it.
RESPONSE OWED FOR BIS

IMS has received a bracket initiation stopped (BIS) from this terminal and must send a
response back to it.

RESPONSE OWED FOR CANCEL

IMS has received a CANCEL from this terminal and must send a response back to it.
RESPONSE OWED FOR CHASE

IMS has received a CHA SE from this terminal and must send a response back to it.
RESPONSE OWED FOR DATA

IMS has received data from this terminal and must send a response back to it.
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RESPONSE OWED FOR LUS

IMS hasreceived an LUS (LU status) from thisterminal and must send aresponse back to
it.

RESPONSE OWED FOR RTR

IMS has received aready to receive (RTR) from thisterminal and must send a response
back to it.

RESTART RECEIVED/SCHEDULED

IMSisin the process of attempting to re-establish an LU6 session or the other half-session
is attempting to restart the session with IMS.

RPLS CREATED AND INITIALIZED

The SNA control blocks for this LU6 session have been acquired and set up for
communication on this session.

SBI RECEIVED/SCHEDULED

IMS has been asked by the other LU6 half-session partner to stop initiating new brackets
or IMS has requested cessation of brackets.

SCHED/STACK LOGON

IMS has been asked to issue an open destination to this terminal .
SCHEDULE CANCEL

For LU6 sessions, a CANCEL FMH must be sent.

SDT RECEIVED/SCHEDULED

The other LUG6 half-session partner has given the go ahead to start data traffic on the
Session or vice versa

SDT SENT

IMS has requested that data traffic commence on this LU6 session.
SECONDARY HSFLAG

IMS isthe secondary LU on this LU6 session.

SEL DSP - NO DYNAMIC SAPS

IMSisout of dynamic SAPs. The system has entered selective dispatching and only
selective IM'S communications work will be dispatched.

SIMLOGON REQUESTED
The other LUG6 half-session is requesting to logon to IMS.
SNA NODE SENT QUIESCE

Thisterminal is requesting to terminate its session with IMS. This node will be
disconnected.

SPECIAL IN-RCV-MODE FLAG

The LUG6 session iswaiting for specific protocol input from the partner half-session.
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/STA DC NOT PERFORMED

The IMS ACB is not open so IMS can hot communicate using VTAM. The non-VTAM
terminals should work normally. If a/STA DC is done, the VTAM terminal should
become available.

STSN SENT
IMS has sent a STSN on this LU6 session.
STSN RECEIVED/SCHEDULED

During the processing of traffic on this LU6 session, IM S has received a sequence number
establishment request from the other half-session partner or vice versa.

SYSTEM NOT ACCEPTING LOGONS

IMSisnot currently accepting logons so LOGON and /OPN commands do not work.
SYSTEM SHUT QUIESCE MSG RGN

IMS is shutting down; message regions are being quiesced.
SYSTEM SHUT STOP INPUT

IMS is shutting down; input has been stopped.

SYSTEM SHUT TERM M SG RGNS

IMS is shutting down; message regions are being terminated.
SYSTEM SHUTDOWN PENDING

IMS is shutting down; no moreinput is allowed from the terminal.
TERMINAL IN BRACKETS

Thisterminal isin thein-bracket state.

TERMINAL IN NOBB STATE

The LU6 session has no outstanding begin bracket.

TERMINAL IN RECEIVE MODE

IMSisin the process of receiving input on this LU6 session.
TERMINAL IN SEND MODE

IMSisin the process of sending output on this LU6 session.
TERMINAL ISAOK

The terminal has no detected status problems. It should be working normally.
TERMINAL ISAWAITING RESPONSE

Thisterminal has sent input to IMS and is waiting for acknowledgement. The terminal is
defined as FORCRESP or TRANRESP, or a Fast Path transaction was entered.

TERMINAL ISIN A CONVERSATION

The terminal has entered a conversational transaction and is currently in the middle of that
conversation.
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TERMINAL ISINOPERABLE

The associated physical terminal isinoperable. IMS has detected some problem with the
terminal and marked it inoperable; however, IM S continues to queue output traffic to a
terminal in this state.

TERMINAL ISNOT ALLOCATED

The terminal is not allocated. ThisisaVTAM subpool LTERM that is subject to dynamic
allocation and is not currently in session. The node and the user 1D will both be set to
NONE.

TERMINAL ISNOT CONNECTED

The terminal is not connected to IMS. The user may log on aVTAM terminal using
LOGON APPLID(IMS), or the MTO can issue a/OPN NODE xxxx, or if adial-up
terminal, the user may call into IMS.

TERMINAL ISSTOPPED FOR INPUT

The terminal has had a/STOP LINE or NODE command issued against it. No input will
be received by IMS until a/START command is issued.

TERMINAL ISWAITING FOR RESP

Thisterminal has sent input to IMS for aresponse mode transaction. IM S has not
responded and so the LTERM remains unavailable.

TERMINAL NOT SIGNED ON

Thisterminal requires that the operator sign on before using it. The operator should do a
/SIGN command.

ITEST ISSUED FOR TERMINAL

Thetermina isin TEST. Theterminal has been placed in TEST using the /TEST
command. The TERMINAL will remainin TEST until a/END isissued.

THISLINE ISINACTIVE

The line or node associated with this LTERM isinactive, because a session never started
or there are no messages queued.

TPEND HALT CANCEL PENDING

VTAM is being shut down so IM S cannot communicate using VTAM. The non-VTAM
terminal's should work normally.

TPEND HALT NON-QUICK PENDING

VTAM is being shut down so IM S cannot communicate using VTAM. The non-VTAM
terminals should work normally.

TPEND HALT QUICK PENDING

VTAM is being shut down so IM S cannot communicate using VTAM. The non-VTAM
terminal's should work normally.

UNBIND RECEIVED

ThisisaVTAM terminal that has sent an UNBIND to IMS. The terminal is disconnected
from IMS. To get the terminal back, the MTO may issue a/OPN command or the terminal
may log on again.
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UNBIND RECEIVED/SCHEDULED

IMS has received or is scheduling an UNBIND to send on this LU6 half-session.
UNBIND SENT

Thisterminal isterminating its session with IMS. This node will be disconnected.
VTAM ACB NOT OPEN

The IMS ACB is not open so IMS can hot communicate using VTAM. The non-VTAM
terminals should work normally.

WAIT FOR LUS-ABORT

The LUG6 session isin the process of being ABORTed. IMS iswaiting for the LU ABORT
status FMH.

WAIT FOR POOL SPACE - MFSP

Thisterminal iswaiting for space to be freed in pool MFSP before IMS can continue
servicing it.

WAIT FOR POOL SPACE - I/OP

Thisterminal iswaiting for space to be freed in pool 1/OP (CIOP) before IMS can
continue servicing it.

WAITING FOR LOSTERM

IMS has lost communications with this VTAM terminal and iswaiting for VTAM to
invoke the lost terminal exit.

WE SPEAK FIRST

For this LU6 session, IMS s the primary half-session.
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Chapter 19.

OSTAT - Terminal Output Status Display

BMC SOFTWARE - ------------ TERM NAL OUTPUT STATUS ----------- PERFORVANCE
MGMI  SERV ==> OSTAT |INPUT  14:40:23 INTVL=> 3 LOG=> N TGT==> | MSA PARM
==> BOLDL | M5-VTAM | NTERFACE NORMAL | M5 STATUS NORMAL - LTERM - -S| GNON-
NODE/ SP TERM OUTPUT  LAST -- NAME-- --- ID--- LN#/ PTRMTYPE MSG # TRN DEST
TERM NAL STATUS------===------ ALQAAI 1A L1WALI 01 SUBPL 0 TERM NAL
|'S NOT ALLOCATED A1QAAOCLA L1IWA1001 SUBPL 0 TERM NAL |'S NOT ALLOCATED
AL1QBBI 1A L1IWA1l 02 SUBPL 0 TERM NAL | S NOT ALLOCATED
A1QBBOLA L1IWA1002 SUBPL 0 TERM NAL |'S NOT ALLOCATED
ALQCCI 1A L1IWA1l 03 SUBPL 0 TERM NAL | S NOT ALLOCATED
AL1QCCOLA L1IWA1003 SUBPL 0 TERM NAL | S NOT ALLOCATED
AL1QDDI 1A L1IWA1l 04 SUBPL 0 TERM NAL | S NOT ALLOCATED
AL1QDDOLA L1IWA1004 SUBPL 0 TERM NAL | S NOT ALLOCATED
ALQEEI 1A L1IWA1l 05 SUBPL 0 TERM NAL |'S NOT ALLOCATED
ALQEEOLA L1IWA1005 SUBPL 0 TERM NAL | S NOT ALLOCATED
ALQFFI 1A L1IWA1l 06 SUBPL 0 TERM NAL | S NOT ALLOCATED
ALQFFOLA L1IWA1006 SUBPL 0 TERM NAL | S NOT ALLOCATED
ALQGGE 1A L1IWA1l 07 SUBPL 0 TERM NAL |'S NOT ALLOCATED
ALQGGOLA L1IWA1007 SUBPL 0 TERM NAL | S NOT ALLOCATED
ALQHHI 1A L1IWA1l 08 SUBPL 0 TERM NAL | S NOT ALLOCATED
ALQHHOLA L1WA1008 SUBPL 0 TERM NAL | S NOT ALLOCATED
BOLDO BOLDO 3270V 0 TERM NAL |'S | NOPERABLE
Description: The terminal output status display shows the status of terminalsin

IMS with outbound messages. It can aso show the number of
messages still in the output queue destined for an IMS terminal.

Note:  For dynamic terminals created by the Extended Terminal

Option (ETO):
OSTAT may not show the dynamic terminals immediately.

LTERMs are organized by a hashing algorithm. MVIM S and
MAINVIEW AutoOPERATOR services present LTERMSs
and nodes al phabetically. To do this, they use an index table
to sort them. The table is refreshed according to a specified
refresh interval and only when LTERM/node displays are
reguested. The default refresh interval is 10 seconds. If the
time since the last refresh is greater than 10 seconds, the
table is updated. Service requests that occur prior to interval
expiration do not show dynamic terminals created during the
interval.

Therefresh interval determines how soon dynamic terminals
are displayed by OSTAT. Short refresh intervals allow them
to be displayed sooner, but they may consume more
resources because the table is updated more frequently.
Longer refresh intervals may consume less resources, but
they may delay the display of recently created dynamic
terminals. The amount of resources consumed by sorting
depends on the size of your site’'sterminal network. To
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Select Code: OSTAT

change therefresh interval, use the CBSINTVL parameter in
BBPARM member BBIISPOO. The new val ue takes effect
when the BBI-SS PAS restarts.

By default, the index table uses 200K of BBI-SS PAS
extended private area storage. You can use the CBSORTSZ
in BBPARM member BBIISPOO to change this value. Each
terminal entry requires 12 bytes (8 bytes for the terminal ID
and 4 bytes for the address of either the CNT or the CLB
control block).

Parameter: The following parameters can be used with this service. Multiple
parameters must be separated by acomma (,).

COUNT>n

Where n specifies the number of messages queued. This
keyword is used to display only those transactions that have
more messages queued than the number specified for
COUNT; for example:

COUNT>S.

Only transactions having more than five queued messages
are displayed.

Enter an 8-character user ID or aqualified user ID. OSTAT
displays only those terminal s that have a matching user ID,
for example 1D=U++D.

LTERMILT

Enter an 8-character LTERM name or a qualified name.
OSTAT displays only those terminals that have a matching
name, for example LTERM=A1Q*.

NONZEROI|NZ
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This keyword can be used to display only LTERMs with one
or more messages queued for them. The format of this type
of request is:

LTERM=L*,NONZERO.

Thisexample shows al LTERMswhose name beginswith L
and that have a message queued for output.



SEV1|SEV2
Shows only those terminals with the specified status; for
example:

SEV1
Shows only terminals with SEV1 status.

START
Enter a starting LTERM to page through LTERMSs starting
with a particular LTERM, for example START=BOLDO.

Scroalling: The START= field in the OSTAT display contains the name of the first
terminal in the next list to be displayed. Use thisfield to scroll
through thelist either forward or backward. Entering A1QFFO1A, for
example, puts that terminal name at the top of the next displayed list.

Pressing ENTER repetitively scrolls forward a page at atime. For
example, if the START= field isBOLD1 as shown in the sample
display above, pressing ENTER puts BOLD1 at the top of the next list
of displayed terminal names.

To scroll to another place on the list, enter the name of aterminal in
the START=field. A * qualifier can be used to indicate a generic
terminal name. For example, enter A* to scroll to the beginning of the
list.

Field Descriptions: Each of the fields is shown and described below by display area.

Area 1: Line 5 of the OSTAT Display

IMS-VTAM INTERFACE NORMAL IMS STATUS NORMAL

This area shows the status of the IMS-VTAM interface and IMS DC status. The descriptions
are arranged in alphabetical order.

The IMS-VTAM interface status is shown in the left column. Possible statuses include:

» CLOSE VTAM ACB PENDING

IMSVTAM ACB isbeing closed or is pending. IMS VTAM communication is
impossible.

« IMSVTAM INTERFACE ISNORMAL
The IMS-VTAM interface statusis normal.

e SYSTEM NOT ACCEPTING LOGONS
IMSis not accepting LOGON or /OPNDST.

» TPEND HALT CANCEL PENDING

Z NET,CANCEL for VTAM shutdown is pending and IMS VTAM communication is
impossible.

»+ TPEND HALT NON-QUICK PENDING
Z NET for VTAM shutdown is pending and IMS VTAM communication isimpossible.
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» TPEND HALT QUICK PENDING

Z NET,QUICK for VTAM shutdown is pending and IMS VTAM communication is
impossible.

« VTAM ACB NOT OPEN
IMSVTAM ACB isnot open and IMSVTAM communication isimpossible.

The IMS DC statusis shown in the right column of this area. Possible statuses include:
e /CHE DUMP QUEUESIN PROGRESS
IMSis shutting down and /CHE DUMPQ isin progress.
e /CHE DUMPQ QUIESCE ENTERED
/CHE DUMPQ QUIESCE was entered. IMS is preparing for shutdown.
+ /CHE FREEZE QUIESCE ENTERED
/CHE FREEZE QUIESCE was entered. IMS is preparing for shutdown.
*+ /CHE PURGE IN PROGRESS
IMS is shutting down and /CHE PURGE isin progress.

* /CHE PURGE QUIESCE ENTERED
/CHE PURGE QUIESCE was entered. IMSiis preparing for shutdown.

* CIOPPOOL SHORT ON STORAGE

IMSisin selective dispatching because of CIOP pool shortage.
¢ CONTROL REGION ISABENDING

IMS is abending.
» DISCONNECT ALL LINES

IMS is shutting down and disconnecting all lines.
e IMSSHUTDOWN IN PROGRESS

IMS s shutting down and /CHE FREEZE isin progress.
 IMSSTATUSNORMAL

IMS s functioning normally.
e SEL DSP-NO DYNAMIC SAPS

IMSisin selective dispatching because of dynamic SAP shortage.
e /STA DC NOT PERFORMED

/STA DC was not performed. IMS logon is not possible.
e SYSTEM SHUT - QUIESCE MSG RGN

IMS s shutting down and quiescing all MPP regions.
e SYSTEM SHUT - STOP OUTPUT

IMS s shutting down and all message output is stopped.

 SYSTEM SHUT - TERM MSG RGNS
IMS is shutting down and terminating all MPP regions.
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e SYSTEM SHUT - WAITING FOR DC
IMSis shutting down and waiting for IMS DC to complete all message output in progress.

Area 2: Line 6 to the end of the OSTAT display

-LTERM-- -SIGNON- NODE/SP TERM OUTPUT LAST

--NAME-- --- ID--- LN#/PTRM TYPE MSG # TRN/DEST TERMINAL STATUS--------——————-
A1QAAI1LA L1IWA1101 SUBPL 0 TERMINAL 1S NOT ALLOCATED
A1QAAOQ1A L1IWA1001 SUBPL 0 TERMINAL 1S NOT ALLOCATED
A1QBBI1A L1IWA1102 SUBPL 0 TERMINAL 1S NOT ALLOCATED

This area shows the IMS LTERMs and their output status. The descriptions are arranged in
alphabetical order.

LAST TRN/DEST
The last input transaction code or preset destination name generated with the /SET
command.

LTERM NAME
The name of the logical terminal (LTERM/CNT).

NODE/SP LN#PTERM
The node name if the associated terminal isaVTAM device; the subpool name if the
LTERM is part of a subpool and is not allocated yet; the line number and PTERM
number if the associated terminal isa BTAM device.

OUTPUT MSG #
The number of output messages currently queued to this LTERM.

SIGNON ID
If a/SIGN ON command was entered at the terminal, thisisthe ID of the user.

Note:  The signon ID isthe security user ID, not the ETO user structure name

(SPQB).

TERM TYPE
Device type of the associated terminal as defined in the Stage 1 system generation.

For unallocated ETO devices, ETO is shown.

TERMINAL STATUS
See “Output LTERM Status’ on page 412.
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Output LTERM Status

Workload Analyzer scans all LTERMs for output status and reports the LTERMs that match
the user-specified search criteria. OSTAT sortsthe LTERM status by severity and reports the
most significant ones. If an LTERM passes all checks, the status messageis:

TERMINAL STATUS NORMAL
Thefollowing LTERM status messages are listed alphabetically. The severity is shownin
parentheses to the left of each message.
SEV1 isthe most serious.
SEV2islesscritical.
SEV3isusualy informational only.
* (SEV2) ASYNC ERR MSG IN PROCESS

For an LUG session, the error message FMH is being sent.

* (SEV2) CANCEL RECEIVED/SCHEDULED

IMS received a request from the other LU6 half-session partner to cancel theinput in
progress or vice versa.

« (SEV2) CLBDECBINVALID
ECB for lineisinvalid. Thisistemporary while IMSisrelocating the input message to the
message queue.

* (SEV2) CLSDST REQUESTED

Thisterminal is requesting to terminate its session with IMS. This node will be
disconnected.

* (SEV2) CONVERSATION HELD

The terminal had a/HOLD command issued to suspend and save a conversation.
Conversation will be resumed (/REL EA SE command) or terminated (/EXIT command)
sometime later.

* (SEV2) DEAD LETTER
M essages queued to this terminal exceeded the ETO dead letter timeout limit.

* (SEV2) DEQUEUE COMMAND FOR MSG

The message IM S was preparing to send to the terminal was the target of a/DEQ
command from the MTO.

* (SEV2) DEQUEUE PURGE IN PROGRESS

The terminal had a/DEQUEUE LINE or NODE PURGE command issued against it. All
output is cancelled.

* (SEV2) /DEQUEUE PURGE ISSUED LTERM

A /IDEQUEUE LTERM PURGE command was issued for the LTERM. All output is
cancelled.
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(SEV1) DFSCVCLO REQUEST IDLE LINE

The IMS LOGON or OPNDST processor (DFSCV CL O maodule) requests that the line be
idled.

(SEV1) DO NOT SEND QUEUED MSG
The line or node associated with this LTERM was /PSTOPped.

(SEV2) DO NOT SEND QUEUED OUTPUT

The physical terminal associated with this LTERM is currently in receive mode. IMS will
not send queued output to thisterminal until input isreceived. Theinput can bein theform
of aPA1, PA2, another input message, or a PF key.

(SEV2) DYNAMIC TERMINAL NOT ALLOCATED

Thisterminal was created dynamically by ETO and is not allocated to anode. This can
occur under several circumstances; for example:

—  Output was sent to this LTERM and ETO created the LTERM and user structure but
not the node. If anode cannot be or is not created and allocated to thisLTERM,
messages are categorized as dead | etters.

— A user logged off the system, either intentionally or through a network failure, and the
status was such that the user structure and LTERM could not be deleted. This can
occur, for example, if there are messages still queued to the LTERM or the user hasan
active conversation.

(SEV1) ERROR ON GET NEXT FOR OUTPUT

IMS was preparing an output message for transmission. The first segment of the message
was successfully retrieved from the queue, but one of the subsequent segments could not
be accessed. Thisis atemporary error condition. IMS terminated the processing of this
message, reset this status message, and marked the LTERM as having a queue error. See
the I/0 ERROR OCCURRED ON QUEUE message for the subsequent status.

(SEV2) FATAL ERP
IMS has received or is scheduling an UNBIND for this LU6 1SC session.

(SEV1) /IDLEWITHOUT SHUTDOWN

Theterminal had an /IDLE LINE x PTERM y NOSHUT command issued against it. All
input and output is terminated. The termina remains IDLE until it is restarted.

(SEV1) IMSSHUTDOWN MSG BEING SENT
IMS is shutting down. A shutdown message was sent to this terminal.

(SEV1) I/0 ERROR OCCURRED ON QUEUE

Some of the messages queued to this terminal are unavailable for transmission because
I/O errors occurred on one or more of the queue data sets.

(SEV2) INPUT ONLY DEVICE
Thisterminal is INPUT only. No output is possible for this device.

(SEV3) INQUIRY ONLY CNT
ThisLTERM is defined as INQUIRY only.
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(SEV1) /LOCK ISSUED FOR TERMINAL

The terminal is LOCKed. The remote terminal user locked the terminal with the /LOCK
NODE or PTERM command. IM S does not receive nor send messagesto aterminal that is
L OCKed; however, it continues queuing output messages to the terminal.

(SEV1) /LOOPTEST IN PROGRESS

The terminal had a/LOOPTEST LINE x PTERM y command issued against it. The
terminal isin an output write loop until an /END command terminates the loop test mode.

(SEV1) LOOPTEST ISPENDING

The termina had a/LOOPTEST LINE x PTERM y command issued against it. The
terminal will bein an output write loop until an /END command terminates the loop test
mode.

(SEV2) LOST TERM

The IMS lost terminal exit was entered for this terminal because of the | oss of
communications with the terminal.

(SEV2) LTERM HASPAGED M SG IN PROCESS

ThisLTERM islooking at amulti-page output message. The user can get to the end of the
message or next message by using the PA1 and PA2 keys.

(SEV1) LTERM LOCKED FROM /LOCK

The LTERM is LOCKed. The remote terminal user locked the terminal with the /[LOCK
LTERM command or the MTO issued the /LOCK LTERM x. IMS does not receive nor
send messages to an LTERM that is LOCKed; however, it continues queuing output
messages to the terminal.

(SEV1) LTERM STOPPED FOR QUEUING

The LTERM is STOPped. IMS will no longer queue output messages to this terminal.
Messages already queued will not be sent.

(SEV1) LTERM STOPPED FOR SENDING

The LTERM is PSTOPped. IMS will continue queuing messages to this LTERM, but none
will be sent.

(SEV2) MSC LCB NOT ALLOCATED

LTERM isfor MSC (Multiple System Coupling), but the LCB (Link Control Block) has
not been alocated to the LTERM yet. Use /START MSNAME to start the link.

(SEV3) MSC LINK CNT REMOTE=xxx
ThisLTERM isfor MSC (Multiple System Coupling). xxx isits partner SID.

(SEV2) NOT READY FOR OUTPUT

The associated VTAM node is not ready to accept output. There is at least one message
queued to thisLTERM, but other asynchronous I/O isalready active against the node. IMS
will not send the queued output until the node completes its current communication.

(SEV1) OUTPUT QUEUING STOPPED

The node or line associated with this LTERM was the target of a/STO command. IMS
will not queue messages to this LTERM until a/STA NODE or a/STA LINE command is
issued.
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(SEV1) OUTPUT STOPPED ON THISLINE
Thisline has been stopped for output, but queuing continues.

(SEV1) P-LINK NO MORE LOGON

ThisLTERM isfor the MSC (Multiple System Coupling) whose physical link is not
accepting any more LOGONS.

(SEV1) P-LINK NOT OPEN

ThisLTERM isfor the MSC (Multiple System Coupling) whose physical link is not yet
opened.

(SEV1) QUEUE ERROR WITH SYSMSG

For LUG6 sessions, an I/O error on the IMS queues is the cause of the SY SMSG FMH that
was sent to the partner half-session.

(SEV1) QUEUING ISSTOPPED

Theterminal is stopped for all message queuing. No output messageswill be queued to the
terminal.

(SEV1) /IQUIESCE I SSUED
The node associated with this LU6 session was /QUIesced by the MTO.

(SEV2) RECOVERY REQUEST ON THISNODE

For IMS SLU type P sessions (LU 0), IMS is attempting to resynchronize the session after
protocol errors occurred.

(SEV3) REJECT IF NOT INQUIRY TRAN

IMS rgjects the transaction from this terminal because the transaction was not defined as
inquiry only.

(SEV3) REMOTE CNT
Thisterminal isaremote-CNT for MSC link.

(SEV2) RESTART RECEIVED/SCHEDULED

IMSisin the process of attempting to re-establish an LU6 session or the other half-session
is attempting to restart the session with IMS.

(SEV2) SCHED/STACK LOGON

IMS was asked to issue an open destination to this terminal.
(SEV2) SCHEDULE CANCEL

For LUG sessions, a CANCEL FMH must be sent.

(SEV3) SHARED LTERM
ThisLTERM is defined as a shared terminal.

(SEV1) SNA NODE SENT QUIESCE

Thistermina is requesting to terminate its session with IMS. This node will be
disconnected.

(SEV3) SUBPOOL CNT
ThisLTERM is part of a subpool.

Chapter 19. OSTAT - Terminal Output Status Display 415



416

(SEV1) SUBPOOL STOPPED
CNT subpool is stopped.

(SEV1) SYSTEM SHUTDOWN PENDING

IMS is shutting down; no more input is allowed from the terminal.

(SEV1) TERMINAL DD EXTENT MISSING
An attempt to open aline group failed because the DD extent is missing.

(SEV2) TERMINAL ISAWAITING RESPONSE

Thisterminal sent input to IMS and iswaiting for acknowledgement. Theterminal is
defined as FORCRESP or TRANRESP, or a Fast Path transaction was entered.

(SEV3) TERMINAL ISIN A CONVERSATION

The terminal entered a conversational transaction and is currently in the middle of that
conversation.

(SEV1) TERMINAL ISINOPERABLE

The associated physical terminal isinoperable. IMS detected some problem with the
terminal and marked it inoperable; however, IM S continues queuing output messages to
theterminal.

(SEV2) TERMINAL ISNOT ALLOCATED

The terminal isnot alocated. ThisisaVTAM subpool LTERM that is subject to dynamic
allocation and is not currently in session. The node and the user ID are both set to NONE.

(SEV3) TERMINAL ISNOT CONNECTED

The terminal is not connected to IMS. The user canlog on aVTAM terminal using the
site's LOGON APPLID or the MTO can issue an /OPN NODE xxxx. If the terminal isa
dia-up, theuser cancall into IMS.,

(SEV1) TERMINAL ISSTOPPED FOR OUTPUT

The terminal had a/STOP LINE or NODE command issued against it. No output will be
sent by IMS until a/START command is issued.

(SEV2) TERMINAL ISWAITING FOR RESP

Thisterminal sent input to IMS for a response-mode transaction. The termind is not
available, because IMS did not respond.

(SEV2) TERMINAL NOT SIGNED ON

Thisterminal requiresthat the operator sign on before using it. The operator should issue a
/SIGN ON command, a user 1D, and an optional site-dependent password.

(SEV1) /ITEST ISSUED FOR TERMINAL
The terminal was placed in test with the/TEST command. Itisin test until /END isissued.
(SEV2) THISLINE ISINACTIVE

The line or node associated with this LTERM isinactive, because a session was never
started or there are no messages queued.

(SEV3) VTAMPOOL CNT
ThisLTERM is defined as part of the VTAM pool to support the LU6 (1SC) session.
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(SEV2) WAIT FOR LUS-ABORT

The LUG6 session isin the process of being ABORTed. IMS iswaiting for the LU ABORT
status FMH.

(SEV1) WAITING FOR LOSTERM

IMS lost communications with this VTAM terminal and iswaiting for VTAM to invoke
the lost terminal exit.

(SEV2) WAITING FOR L1-LATCH (xxxx)
The terminal output ITASK iswaiting for Level 1 Latch. xxxx isthe name of the latch.

(SEV2) WAITING FOR L2-LATCH (xxxx)
The terminal output ITASK iswaiting for Level 2 Latch. xxxx isthe name of the latch.

(SEV2) WAITING FOR POOL SPACE (XXXX)

The terminal output ITASK iswaiting for pool space. xxxx isthe name of the pool.
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Chapter 20. TRANQ - Transaction Queue Status Display

BMC SOFTWARE ~————————m—momm TRANSACTION QUEUE STATUS ——-—----—- PERFORMANCE MGMT
SERV ==> TRANQ INPUT 14:40:23 INTVL=> 3 LOG=> N TGT==> IMSA
PARM ==> THDAMINQ
TRANCODE S COUNT CLS PR PSBNAME QLIM PRCL PARL TRANSACTION STATUS
DSPALLI 1 0 1 7 DFSSAMO7 3 65K O PSB IS TP PGM
DSPINV 1 O 1 7 DFSSAMO3 3 65K O PSB IS TP PGM
FPDUMMY 1 O 1 1 DBFDUMMY 65K 65K O PSB DIR INIT FAILED
FPSAMP1 1 0 1 1 DBFSAMP3 28K 65K 0 SMB FASTPATH EXCLUSIVE
FPSAMP2 1 O 1 1 DBFSAMP4 65K 65K O PSB IS TP PGM
PART 1 0 1 7 DFSSAM02 3 65K O PSB IS TP PGM
STARTR 3 0 1 5 SAG60O 10 10 O PSB DIR INIT FAILED
TBMP1 1 0O 4 0 PBMPL 65K 65K O PSB IS BMP PGM
TBMP1V 1 0 4 0 PBMP1V 65K 65K 0 PSB 1S BMP PGM
TBMP2 1 0 5 0 PBMP2 65K 65K O PSB IS BMP PGM
TCONOO 3 0 3 5 PCONOO 10 10 O SMB CONVERSATIONAL
TCONO1 3 0 3 5 PCONO1 10 10 O SMB CONVERSATIONAL
TDRIVER 1 0 4 0 PDRIVER 65K 65K O PSB 1S BMP PGM
TE4ACNINQ 1 0 1 1 PE4ACNINQ 65K 5 O PSB IS TP PGM
TE4COCNG 1 O 1 1 PE4CODEL 65K 5 O SMB CONVERSATIONAL
TE4CODEL 1 0 1 1 PE4CODEL 65K 5 0 SMB CONVERSATIONAL
TE4COINQ 1 0 1 1 PE4COINQ 65K 5 0O PSB IS TP PGM
TE4CONEW 1 0 1 1 PE4CORDR 65K 5 0 SMB CONVERSATIONAL
Description: The transaction queue status display shows the status of transactions
in the IMS input queue or scheduler message block (SMB) queues. It
also shows the number of transactions in the input queue for any IMS
transaction code.
Select Code: TRANQ
Parameter: The following parameters can be used with this service. Multiple

parameters must be separated by a comma ().

COUNT>n
Where n specifies the number of messages queued. This
keyword is used to display only those transactions that have
more messages queued than the number specified for
COUNT; for example:

COUNT>5

Only transactions having more than five queued messages
are displayed.

NONZEROINZ
This keyword is used to display only transaction codes with
one or more messages queued for them. For example;

TRAN=A*,NONZERO

Displays all transactions beginning with an A character that
have messages queued for processing.
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SEV1|SEV2

START

SUSP

TRAN
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Shows only those transactions with the specified status; for
example:

SEV1

Shows only those transactions with SEV 1 status.

Shows only those transactions scheduled in aregion that is
waiting on a subsequence queue.

Enter an 8-character transaction code or a qualified
transaction code to begin paging through the transaction
codes starting with that particular name, for example
START=TE4CONEW

Note:  For dynamic transaction codes, the exact
transaction code must be specified.

Shows only those transactions that have messages on the
suspend queue.

—— Tuning Tip

Suspended messages are a problem with response mode
transactions, because users requesting the transaction code
cannot issue any more transactions until their message is
removed from the suspend queue.

Messages are typically put on the suspend queue when a
transaction attempts to access an unavailable resource such
as adatabase. IM S psuedo-abends the transaction with a
U3303 and places the input message on the suspend queue.
If the suspend queue becomestoo long, IMS puts the
transaction into a USTOP status to prevent more
transactions from being scheduled. The suspended
condition can be cleared by making the resource identified
in the DFS3303 message available. For example, if a
database is not available becauseit is stopped, you can

clear the suspend condition by starting the database.

Enter an 8-character transaction code or a qualified
transaction code. TRANQ displays only those transactions
that have a matching TRANCODE, for example
TRAN=TE4*.



Scrolling:

Field Descriptions:

CLS

TYPE=STAT|DYN
DYN

Shows only the transaction codes created dynamically for
explicit APPC transactions.

STAT

Shows only the static transaction codes from the IMS Stage
1 definition (default).

The START= field in the TRANQ display contains the first
transaction code in the next list of transactions to be displayed. Use
thisfield to scroll through the list either forward or backward. For
example, entering BBFTRN19 puts that transaction at the top of the
next displayed list.

Pressing ENTER repetitively scrolls forward a page at atime. For
example, if the START= fieldis THDAMINQ as shown in the sample
display above, pressing ENTER puts that transaction at the top of the
next list of displayed transactions.

To scroll to ancther place on the list enter the name of atransactionin
the START= field. The* qualifier can be used to indicate a generic
transaction code. For example, enter A* to scroll to the beginning of
thelist.

Each of the display fields is described below. The descriptions are
arranged in alphabetical order.

Current class of the SMB (transaction). A remote transaction has a class of 0.

COUNT

Number of messages currently queued to this SMB (transaction).

PARL

The parallel limit isthe number of messages that cause a transaction to be scheduled
in another MPP region if the SMB (transaction) is defined as PARALLEL
CAPABLE. Itisdefined in the IMS Stage 1 generation by the PARLIM operand of
the TRANSACT macro contains SCHDTYP=SERIAL.

PR

Current scheduling priority of the SMB (transaction).

PRCL

The process limit is the number of messages that can be processed by aprogramin a
single scheduling. It is defined in the IMS Stage 1 generation by the PROCLIM
operand of the TRANSACT macro.

PSBNAME

Name of the program specification block (PSB) whose associated program processes
this SMB (transaction).
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QLIM
Queue limit count is the count of currently enqueued messages that cause the
transaction’s scheduling priority to change from normal to limit. The limit is defined
inthe IMS Stage 1 generation by the PRTY operand of the TRANSACT macro.

Transaction scheduling option (same as IM S Stage 1 generation, TRANSACT macro,
SCHD parameter). If scheduling of this transaction failed because of an IMS internal
reason, then one of the following applies:

1 Schedul e transactions of equal or higher priority within the same class. Thisis
the default.

2 Schedul e transactions of higher priority within the same class.
3 Schedul e any transaction within the same class.
4 Schedule next class of transaction.

TRANCODE
The name of the transaction (SMB) being displayed.
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Transaction Status

IMS transactions can be in one of several states. The TRANQ service tests the status of a
transaction code in a predefined sequence so that the most critical information is always

displayed.

The following status messages are listed in alphabetical order. The status category islisted in
parentheses to the | eft of each message. The status categories are:

SEV1 SMB (transaction) is unusable. This status is highlighted on the display.
SSQ Transaction is queued and pending scheduling.

SEV2 SMB (transaction) has a problem, but is still usable.

SEV3 SMB (transaction) is normal.

(SSQ) BMP WAITING FOR BLOCK LOADER

SMB (transaction) is scheduled for aBMP or JBP region, but the BMP or JBP iswaiting
in block loader for PSB (program) and/or DMB loading. The block loader can be active
for only one region at atime.

If this status appears consistently, revise your IMS Stage 1 definition (RESIDENT and
DOPT options of the APPLCTN macro).

(SEV1) DEST(RSMB) Q ERROR (SYSID=XXX)

The transaction queued from the SMB is to be sent to another IMS (SY SID=XXX).
However, the target SMB has a queue error, so the target IMS cannot process the
transaction(s).

(SEV1) DO NOT SCHEDULE THISPSB

The PSB (program) defined to process this transaction is stopped and cannot process the
transaction(s). Terminal input and queuing are still possible.

This can be caused by either a/STOP PGM command or a program abend. Use the
/START PGM command to re-enable the PSB.

(SEV1) DO NOT SCHEDULE THISSMB

The SMB (transaction) has been stopped with the /PSTOP TRAN command. Terminal
input and queuing are still possible. Use the /START TRAN command to re-enable the
SMB (transaction).

(SSQ) MPR WAITING FOR BLOCK LOADER

SMB (transaction) is scheduled for an MPP region, but the MPP is waiting in the block
loader for PSB (program) and/or DMB loading. The block loader can be active for only
oneregion at atime.

If this status appears consistently, revise your IMS Stage 1 definition (RESIDENT and
DOPT options of the APPLCTN macro).

(SEV2) NO MPP SERVING CLASS

No message region is assigned to process the class to which this transaction belongs.
Either assign the transaction to a class that is being served by aregion or assign the class
to anew or existing region.
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(SEV2) NO MPP SERVING CLASS/AGN

ISl security is active, but thereis no region to serve the application group name to which
the transaction code belongs. You should start a message region that is assigned an AGN
that includes this transaction code.

(SEV1) PSB DIR INIT FAILED

The PSB (program) defined to process this transaction could not beinitialized at IMS
startup and therefore cannot process the transaction(s). Usually thisis because the PSB
(program) is not in the ACBLIB. Make an online change to switch to anew ACBLIB
containing the PSB (program).

(SEV3) PSB ISBMP PGM (SCHEDULED)

The PSB (program) defined to process this transaction isa BMP or JBP program.
If SCHEDULED appears, the PSB (program) is loaded and can be schedul ed.

(SEV1) PSB ISLOCKED

The PSB (program) defined to process this transaction was locked by the /LOCK PGM
command. Use /UNLOCK PGM to enable the PSB (program) to process transactions.

(SEV3) PSB ISTP PGM (SCHEDULED)

The PSB (program) defined to process this transaction is an MPP or JMP program.
If SCHEDULED appears, the PSB (program) is loaded and can be schedul ed.

(SEV3) PSB ISTYPE 3BATCH (SCHEDULED)

The PSB (program) defined to process this transaction is atype 3 batch program.
If SCHEDULED appears, it means the PSB (program) is loaded and can be schedul ed.

(SEV3) REMOTE TRANSACTION (SYSID=XXX)

The transaction is sent to another IMS (SYS1D=xxx) to be processed.

(SEV3) SMB CONVERSATIONAL

The transaction is conversational .

(SEV3) SMB ENQUEUED ON PST

The SMB (transaction) is queued on a dependent region (PST) to be processed.
(SEV3) SMB ENQUEUED ON TCT

The SMB (transaction) is queued on the transaction class table (TCT) waiting to be
scheduled.

(SEV3) SMB FASTPATH EXCLUSIVE

The transaction is Fast Path exclusive.

(SEV3) SMB FASTPATH POTENTIAL

The transaction is Fast Path potential.

(SEV2) SMB IN/WAITING FOR BLK MOVER

The SMB (transaction) is scheduled and waiting in the block mover for PSB relocation.
The block mover can be active in only one region at atime.
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(SEV1) SMB LOCKED

The SMB (transaction) is locked by the /LOCK TRAN command and cannot be
scheduled. Use /JUNLOCK TRAN to enable the SMB (transaction) for scheduling.

(SEV1) SMB NOT SCHEDULED (M PP,PRI=0)

The SMB (transaction) is defined to be an MPP transaction. It is not schedul able, because
the priority isO.

(SEV2) SMB PAR LIM REACHED (ZZ9 RGNS)

The SMB (transaction) is currently scheduled in ZZ9 regions, but the number of
transactions queued exceeds the parallel limit. Thereforeit is eligible to be scheduled in
another available region.

(SEV2) SMB PRIORITY RAISED FROM Z9

The number of transactions enqueued on the SM B exceeded the priority limit (QLIM).
IMS raised the priority of the SMB from Z9 (normal) to its current priority limit.

(SEV2) SMB SCHEDULE IN MAX ZZ9 RGNS

The SMB (transaction) is defined to be scheduled concurrently in a maximum of ZZ9
regions and has now reached this limit.

(SEV2) SMB SCHEDULED IN ZZ9 REGIONS

The SMB (transaction) is currently scheduled in ZZ9 regions.

(SEV1) SMB STOPPED FOR QUEUING

The SMB (transaction) is stopped. Use /STA TRAN command to start it.
(SEV1) SMB STOPPED MSG SENT

The SMB (transaction) is stopped and message DFS5541 was sent to the IMS MTO,
because its associated PSB (program) abended. The PSB (program) is also stopped. Use
/START TRAN and /START PGM to restart the transaction.

(SEV1) SMB SUSPENDED WAITING

The SMB (transaction) is suspended. This can be caused by aresource problem or IRLM
or XRF takeover. A probable resource problem is that the database is not available. It is
either stopped or locked, or could not be allocated.

After resolving the cause of the problem, use /START DATABASE to redrive the
transactions.

Note: The MSG-Q-COUNT can be zero even though thereis at |east one transaction in
the SUSPEND queue, because the SUSPEND queue is not part of the normal

message queue.
(SEV1) SMB USTOPPED - DB NOT AVAIL

The SMB (transaction) is U-STOPped and cannot be scheduled, because a database
required for the PSB is not available. After resolving the problem, use /START TRAN to
re-enable the SMB (transaction) for scheduling.

For some IM S versions, this status may not show. Instead, you may get SMB
SUSPENDED WAITING (see this message definition in thislist).
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(SEV2) SMB WAITING CUTOFF PRIORITY

The cutoff priority of the current transaction is lower than the cutoff priority for the
current class.

UNKNOWN STATUS
The status of the SMB (transaction) is unknown.
(SSQ) WAITING FOR DMB POOL SPACE

DMB pool spaceisinsufficient for IMS to complete SMB (transaction) scheduling. The
SMB (transaction) isin await queue for retry later. If this status appears consistently,
revise your Stage 1 definition, the DFSPRRGO system options module, and/or the JCL to
increase the DMB pool size.

(SSQ) WAITING FOR INTENT

There is adatabase intent conflict between this transaction and another currently
scheduled transaction. The SMB (transaction) isin a queue waiting for retry later.

(SSQ) WAITING FOR PSB POOL SPACE

PSB pool spaceisinsufficient for IMS to complete SMB (transaction) scheduling. The
SMB (transaction) isin a queue waiting for retry later. If this status appears consistently,
revise your Stage 1 definition, the DFSPRRGO system options module, and/or the JCL to
increase the PSB pool size.

(SSQ) WAITING FOR PSB WORK POOL

PSB work pool spaceisinsufficient for IMS to complete SMB (transaction) scheduling.
The SMB (transaction) isin aqueue waiting for retry later. If this status appears
consistently, revise your Stage 1 definition, the DFSPRRGO system options module,
and/or the JCL to increase the PSB work pool size.
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Chapter 21. USER - User Status Summary

SERV ==> USER

EXPAND: OSTAT,

USERID  USER

BMC SOFTWARE -----------—- IMS USER DISPLAY  -————--————- PERFORMANCE MGMT
INPUT
PARM ==> ,SORT=UI

15:03:43 INTVL=> 3 LOG=> N TGT==> IMSA
ROW 1 OF 3 SCROLL=> CSR

ISTAT, TRANQ, APPCA

LTERM NODE ENQ QCT TRAN AGE STATUS
PWW1 LFO5 0 0 PART 0 DYN
USER1 LFO4 0 0 N/A 0 STAT
USER2 0o O

END OF DATA

Description:

Color:

Select Code:

Parameter:

This display shows summary information for IMS users, both static
and dynamic (ETO).

USER displays:

Status of each user structure and its associated resources

Security user ID (if available), which can be different from the
user structure name for dynamic terminals

The static users (users signed on to static terminals)

If you have a color monitor, users in exception status (see the XON
parameter description) are shown in red.

USER

All of the USER parameters, except for SORT, act as filters that
restrict the information shown according to the criteria specified by
the parameter(s). They can be used asfollows:

Multiple parameters must be separated by commas.
A blank indicates the end of a parameter(s).

Multiple resources with similar names can be requested by using
an * character as a generic qualifier and a + character asa
positional qualifier. The positional qualifier is repeated for every
character to be replaced. The generic qualifier replaces agroup of
characters. For example, a parameter of USER 1D=AB+D* shows
all USERIDs that start with AB, have D in the fourth position,
and have any character following D.

If multiple filtering parameters are entered, the users displayed
must meet all of the restrictions.

If one parameter invalidates another, an error message is issued
without further processing.
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The following parameter descriptions are arranged al phabetically.
Parameters containing a numeric character are first in their
alphabetical group.

ALLOC

Displays only those users alocated to a node. NALLOC cannot be
used when ALLOC is specified.

CONV

Displays users with an active conversation.

DEADQ

Displays users with queues marked as dead | etter queues.
DYN

Displays only dynamic users. STATIC cannot be used when DYN is
specified.

EXCL

Displays usersin exclusive mode.

HELD

Displays users with a held conversation.

ISC=NO| YES

Displays static | SC users only when 1SC=YES is specified.

L=value

Locates the specified value where value applies to the current
SORTed column. That row is placed at the top of thelist. Generic and
positional qualifiers cannot be used for this parameter.
LTERM=Iterm

Where Iterm is a 1- to 8-character LTERM name. Generic and
positional qualifiers can be used for the LTERM name. Displays users
with amatching LTERM name. To display rows that do not have an
LTERM name, specify LTERM=""or LTERM=N/A.

MFST

Displays usersin MFStest mode.
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NALLOC

Displays users not allocated to anode. ALLOC cannot be used when
NALLOC is specified.

NODE=id

Where id is a 1- to 8-character node ID. Generic and positional
qualifiers can be used for the node ID. Displays users with amatching
node ID. To display rowsthat do not have a node 1D, specify

NODE=~ ~ or NODE=N/A.

NZ

Displays users with a nonzero queue count.

PRST

Displays usersin preset mode (IMS /SET command issued).

QCT> nnn

Where nnn can be 1 to 999. Displays users with a queue count
exceeding nnn.

